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Executive Summary

I ntroduction

The Air Force Scientific Advisory Board (SAB) was chartered to help develop aVision
for Aerospace Command and Control (C2) for the 21st Century. Thistask was accomplished in
acollaborative effort with Air Force representatives from the Air Staff, Air Combat Command,
Air Mobility Command, and Air Force Space Command. The study members and participants
are listed in the Appendix.

This study was chartered by the Air Force Chief of Staff, General Ronald Fogleman,
with cognizant oversight provided by the Assistant Secretary of the Air Force for Acquisition, Lt
Gen George Muellner. the study charter was to:

Establish a Vision of aerospace command and control for the 21st century by evaluating
the current state of C2 and developing a migration strategy and process improvements
that will allow movement from the current status toward that Vision.

This study was done during April and May of 1996 and culminated during the SAB
Summer Study held at the National Research Council Beckman Center in Irvine, CA between
17 and 28 June 1996.

The study effort was organized into five panels with joint SAB and Air Force
membership. These panelswere: C2 Philosophy, Current C2, Vision, Migration Strategy , and
Process Improvements.

Command and Control Philosophy

Though not always recognized explicitly, C2—the act of leading and directing the

resources assigned to a military commander—is fundamental to military operations. For reasons
illuminated in this study, the present national and global situation places an unprecedented

importance and demand on C2 and the systems that support it.

The end of the Cold War has left the US military with an enormous challenge of
adaptation. That challenge derives from several conditions outlined below.

¥ The decreased military strength of the former Soviet Bloc and the victory in Desert Storm
present a “post war” climate in Congress and the populace that expects a smaller, less costly

military force.

¥ Being the only global superpower means that the number of instances in which US forces

might be called into play actually increases over that experienced during the Cold War.

¥ With such global responsibility, the smaller force must still reach anywhere, anytime, and

more likely, from bases within CONUS.



¥ The type and degree of hostilities now range wider than ever—from major regional conflicts
to large, sometimes threatening, humanitarian missions.

¥ Anincrease in the use of small insurgent, guerrilla, and terrorist forms of warfare, plus the
availability of small but very lethal weapons, require an increasing need for rapid and precise
response.

¥ The political and economic interests on which US forces may act are less predictable.

Thus, a broader range of military and humanitarian missions, stretched over an increased
global area in a more responsive time frame but with substantially fewer resources, is an
extraordinary challenge. Success in this environment requires maximum utilization and
performance from each element of the overall force. That can only be done with a jointly
integrated, ubiquitous, and responsive C2 support system. That system must provide a far
greater knowledge of the battlespace than one’s enemy has and enable the command and
direction of all aspects of operations continuously from anywhere. This report provides a vision
of how an increased understanding of the battlespace and a vastly electronic integration of our
resources can form an air component that projects overwhelming and decisive power using far
fewer resources.

The global political and economic factors coupled with US domestic factors have created
a set of conditions which will have significant impact on Air Force global operations and the C2
systems that enable them. These factors demand a C2 system that can support operations
effectively in constrained environments across a spectrum of conflict in many geographical
areas, sometimes simultaneously. Some of these factors and conditions are summarized below.

¥ The shrinking DoD budget and changes in US military strategy are resulting in a largely
CONUS-based force. At the same time though, the sphere of US interests continues to
expand.

¥ Joint and coalition operations will be the norm, not the exception.

¥ Many operations may be simultaneous and widely dispersed geographically. In these
situations, interoperability will be essential, particularly C2 interoperability.

¥ Regional access to facilities and communications may not be easy or at least as extensive as
that available in CONUS. The infrastructure available to support operations may be limited.
This is further complicated by the need for smaller forward deployments. The C2 system
must be modular to enable tailoring for specific use with a minimum logistics footprint.

¥ The ability to understand what is occurring in the battlespace has made the Air Force aware
of C2-imposed limitations on combat effectiveness. As a consequence, the true potential of
aerospace power has not been completely realized.



¥ Aerospace power will be called upon to rapidly move military equipment, people, and
supplies worldwide. Missions will range from isolating the battlefield in one part of the
world and providing information to forces in another. At the same time, aerospace power
must be prepared to fight a major regional conflict anywhere in the world.

¥ Aerospace power will be the option of choice for many dimensions of conflict.

¥ The development and procurement of an agile, affordable C2 system to support future
operations depends on the Air Force’s ability to easily and routinely incorporate commercial
technology. The current Air Force requirements and acquisition process is not fast or
flexible enough to permit this routinely—change is needed.

These conditions have made the inefficiencies and cost of the current C2 systems

intolerable; in fact, aerospace power is seriously handicapped by today’s C2 system. The power
of precision weapon delivery and target attack and the ability to respond rapidly to and in any
contingency are all inhibited to varying degrees today. Aerospace C2 for the next century must
be designed to remove these shackles in order to unleash the total capability that aerospace
power possesses.

The Air Force must develop and evolve its C2 systems to allow the fundamental

capabilities embodied in Aerospace Power to be realized in the conduct of future missions in
support of the Joint Task Force Commander’s needs. These systems must have the following
attributes and capabilities.

¥ Enhanced decisionmaking tools which enable the decision maker to solve multi-dimensional,
time-sensitive problems.

¥ Increased efficiency by allowing the operator to accomplish the task better, quicker, and with
fewer mistakes by,

U

U

providing information to the decisionmaker sooner,

allowing Commanders to operate from the same knowledge base for common
understanding of the battlespace situation,

making information available, through integration, interoperability, and tailorable
releaseability to all operators for improved mission success,

allowing flexibility to employ aerospace power across varying conflicts and differing
levels of delegated authority,

tailoring the information for mission and resource needs (rapid deployability enables split
base operations),

allowing the use of existing commercial infrastructures, where logical and reliable,



O alowing “plug and play” capability for quick and effective response to any operation,

0 allowing for decisions based on a mission to task relationship, not a technology
relationship.

With these new capabilities, the Air Force will be in a position to develop C2 concepts
almost unconstrained by technology. For if the technology is not here today, the rapid pace of
technological advancement almost guarantees it will be here tomorrow. The establishment of
the C2 Vision is an attempt to bring together complementing services to aid the decisionmaker.
All contain a major piece of the Commanders’ necessary knowledge base, and without
combining them, the information will be fragmented and unintelligible.

Current Command and Control Systems

During the course of the study, functional and systems architecture models were
reviewed for all C2 systems and sensors. An analysis was conducted on the flow of authority
between C2 echelons during Bosnia, Desert Storm, Haiti, and Korea. An analysis was
conducted on the tasks required for Defensive Counter Air (DCA), Close Air Support (CAS),
Interdiction (INT) for mobile and fixed targets, Airlift, Offensive Counter Air (OCA), and
Strategic Attack missions. Further assessments were conducted on the current relationships,
tasks, and levels of authority between C2 and sensors and C2 and shooters during these missions.

During the analyses, the study panels assessed patterns associated with the specific
command and control tasks in a variety of operations and authority relationships. These ranged
from peacekeeping operations in Bosnia and Haiti on one hand to major regional conflicts on the
other. These analyses demonstrated that the fundamental tasks required for C2 are essentially
the same over the range of missions, variations in authority flow, and phases of conflict. The
Air Force understands how to execute command and control and to date has executed it
effectively for all missions over all stages of conflict. This was effectively demonstrated during
Operation Desert Storm and in Bosnia.

The conclusion is that the fundamental structure of C2 is not broken. However, the
process of C2 could be made more efficient and effective over a broad set of missions by the
application of information technologies which can extend the range of operation and reduce the
latency from observation to execution. Range and speed of communications shortfalls exist for
some missions, particularly those requiring long-range operations against time-critical targets.
When analyzed against missions, the panels found many C2 similarities between the tasks
required when conducting DCA and INT against mobile targets. The C2 structure was designed
to work in close proximity to forces (friend and foe) for DCA and CAS and was not designed to
reach deep into enemy territory, particularly for time-critical targets.

The Air Force Core Competencies of Global Presence, Reach, and Power are outpacing
their C2 systems. Today, the C2 system is piecemealed each time a conflict arises. Capabilities
are strung together in order to give the Commander the best look available, and this is not the
most efficient way to fight a war. It is obvious that manual decision processes and line of sight
communications are inadequate for effective mission execution.



Information technol ogies when properly applied, can increase C2 efficiency and
effectiveness. The Commander’s ability to observe, orient, decide, and act can be greatly
enhanced if future C2 systems can:

¥ provide theater-wide sensor data, fused together for a clearer understanding of the
operational situation,

¥ provide this information to decision support tools to add center of gravity analysis covering
strategic, operational, and tactical, including both friend and foe,

¥ provide modeling and simulation capability for execution analysis to “fly the missions ahead
of time,”

¥ provide robust communications with over-the-horizon connectivity to extend operations and
the Commander’s control both into and out of the theater and into and out of the cockpit,

¥ be employed with fewer people and less time, support tail, and airlift, facilitating rapid
deployment and operations.

Vision

The Air Force has proven its ability to successfully conduct large-scale air operations in
support of a joint theater campaign, to carry out humanitarian airlifts worldwide, and to meet
special needs such as the emergency evacuations of US and other citizens in danger. Despite
these successes, it has become obvious that to continue to do these and a host of new missions
well, with increasingly fewer resources, requires C2 support systems of much greater awareness
and precision, more complete and continuous connectivity, and compatibility across the joint
military structure.

As a result the Air Force needs to begin an intensive effort to improve its current C2
systems. By taking advantage of the opportunities technology will provide, the Air Force can
significantly improve the way it executes C2 on a global basis. We must provide a vision of
how an increased knowledge of the battlespace and a vastly enriched and more complete
electronic integration of our resources can leverage our air component assets and still project
overwhelming land, sea, and air power.

The Vision for the future command support systems is:

Global command and control of aerospace forces throughout the spectrum of military
operations by exploiting information to know, predict, and dominate the battlespace.

The mission associated with executing this Vision is to:

Engage aerospace forces to observe, shape, and affect the battlespace and to operate
these forcesin ajoint or coalition environment as directed.



Given this Vision and mission, a number of attributes of future C2 systems are needed to
achieve effective global C2 across the full spectrum of military operations. Thislist includes
the ability to (a) gather and create information that enables global awareness and situational
knowledge, (b) enable operations beyond the horizon, (c) provide low forward logistical
footprints with rapid and automatic resupply, (d) provide a consistent and ubiquitous
infrastructure, (e) offer the flexibility and redundancy of virtual command centers, logically
integrated but physically separated, (f) provide acommon logical database accessible to
authorized users, and (g) enhance decisions via automated decision tools. Theseitemsare all
discussed in detail in four basic parts. Thefirst three parts discuss the C2 system of the future
from an operational perspective: (a) Global Awareness, (b) Dynamic Planning and Execution
Control, and (c) Routine Over-the-Horizon Operations. The fourth part discusses C2 support
from a systems point of view and how it will meet operational needs.

Global Awareness—that portion of the vision statement dealing with “...exploiting
information to know, predict, and dominate the battlespace”™—is accomplished only through an
ability to consistently “out-know” your enemy. The ability to precisely know and target an
enemy more quickly than he can react will be a fundamental attribute for all future conflicts and
thus C2 systems. From an operational viewpoint, superior situational awareness requires that
our information sources give near-real-time and near-perfect knowledge, each good enough to
do something militarily significant. It must be available for all relevant military operational
areas, with sufficient geo-location precision to accomplish the task at hand. Global awareness
must also ensure that relevant military objects, both friendly and enemy, are quickly determined
from real-time battlespace surveillance, rapid battle damage assessment, and self-reporting of
friendly forces and materiel.

Dynamic Planning and Execution Control is the second major area in the improvement of
future C2 systems and addresses the intelligent use of the relevant knowledge acquired in global
awareness to plan and execute missions. The planning portion of the system must operate in a
nonlinear, asynchronous, and interactive manner. The necessary mobility and logistics actions
become an automatic part of planning and execution. All appropriate military objects, along
with the target queue, are inserted into a planning model. Selection is based on such things as
CINC/JFACC campaign objectives and rules of engagement, coalition inputs, weather, and
faster-than-real-time simulations for understanding the impact of decisions.

As the target queue is dynamically built, it is also dynamically executed to match weapon
systems and targets, and even to dispatch the weapon (air, space, land, sea, info). The execution
of the target queue can be by an attack controller that can be located anywhere, in the air, on
land, at sea, or even outside the theater of operations. The final step of the mission (although it
never stops) is to update the battle space picture.

The dynamic planning and execution cycle is a continuously repeating process of
building the picture, developing the target queue, prosecuting the queue, and updating the
picture. Even humanitarian missions have their objective targets.



Over-The-Horizon (OTH) activities, the third area, must become routine and eliminate
the current dependency on line of sight communications. Activities and conditions in the first
two areas will force reliance on OTH communications and connectivity as will such needs as
remote information collection, sensor control, responsive automatic logistics to minimize large
and vulnerable theater deployment, reach back, in-transit visibility, and weapon system targeting
and retargeting while enroute, anywhere on the globe.

To successfully accomplish these OTH activities there must be (a) connectivity to al
platforms—anywhere, anytime—as a necessary condition, (b) communications bandwidth
appropriate to the task and available when and where needed, (c) flexibility in the location and
mobility of command support facilities for protection and maximum capability, and (d) a
communications system that will react quickly and accurately to help produce the desired
military outcomes in the minimum time.

To summarize, the expectation of this new C2 system is that it will function across the
spectrum of military operations, require a global awareness and a detailed knowledge of the
battlespace, and use dynamic planning and execution control to fight the war. Over-the-horizon
operations must be as natural as line of sight. Given this operational view of the Vision for the
C2 system of the future, what does the corresponding support system, the fourth part that makes
it all happen, need to look like for faithful implementation?

To give the future C2 system the flexibility it must have, we model it in two major parts
with two layers in each part. This model shows the relationship between the functions of
command and the characteristics of its support systems. One part is a flexible set of tools and
information, adapted only where necessary, to the specific conflict or mission in question
(command support applications and supporting database), and the other part is invariant across
space and the spectrum of conflicts. This second part consists of a common, consistent, and
ubiquitous infrastructure; that is, a common computing environment and a global
communications utility on which to build and operate a wide range of tools and to provide
command-relevant information, irrespective of the mission, time, or location.

By using this model, the report discusses how each layer builds upon the next to enable
execution of the future C2 vision while identifying the attributes and features of the layers’
relationships with each other, critical technologies necessary for implementing the layer, and
each’s contribution to the C2 system as a whole. While each layer can be discussed in isolation,
they must all work together for a total C2 system solution.

In summary, the command support applications provide the software that implements the
operational requirements and functionality. The database houses any and all information in a
multitude of formats (text, video, etc.) needed by the applications to support global awareness
and dynamic planning and execution. It will be physically distributed but be logically
integrated. The common computing environment consists of operating systems, common
utilities, and other common attributes such as the GCCS Common Operating Environment. The
final layer, the communications utility, is the linchpin that holds all resources together. As the
bottom layer of the model it must provide a wide range of communications capabilities and
services across multiple transmission media to achieve total connectivity.



Given this vision and system model, a number of issues relating to the C2 system such as
we have described must be analyzed and answered. Many of them can and need to be addressed
through the development and migration of systems and products through Advanced Concept
Technology Demonstrations (ACTDs), especially for those items that will not be commercially
devel oped.

Migration Strategy

Asameans of taking “the first step” toward achieving the Vision discussed above, we
have posed a collection of actions to address today’s shortcomings that would, in turn, begin the
migration to that future. This migration path establishes ground rules and sets the course toward
the Air Force 21st Century Vision of Command and Control.

The migration strategy focuses on ACTDs to “jump start” operations concept
development in concert with developing technologies. We have linked selected ACTDs to
specific Air Force C2 systems with top-level program objectives that would be adjusted by the
ACTDs’ progress. Furthermore, we have identified general opportunities for costing offsets.
Additionally, we feel it imperative that conceptual understanding of what new technologies have
to offer the warfighter is just as critical to success as the technologies themselves.

The major thrusts of the migration strategy address improvements in command and
control, communications, reconnaissance and surveillance platform ‘right sizing,” data
warehousing, and integrated command center information fusion and display.

Communications InfrastructureThree specific ACTDs address communications
infrastructure shortfalls while setting the initial path toward specific objectives of the Vision.

ACTD Shortfalls Objectives
Speakeasy Costly, stovepipe radi&lexible, adaptive communications

waveform processing

Global Hawk Line of sight OTH “Global” Connectivity; download space to
Comm Relay limitations; SATCOM | more efficient use

overload
Information Grid | Poor channel and Right info, to right warrior, at the right time;

bandwidth allocations;| smart data-rate management
data “stovepipes

Specifically, we recommend employment of software programmable “radio” equipment,
similar to that developed under the SPEAKEASY program at Rome Laboratory as a substitute
for new avionics and ground equipment. SPEAKEASY would replace Link 16, UHF DAMA
SATCOM, IDM, and other “stovepiped,” single function systems with a radio capability that



can be programmed to accommodate a number of mission modes. The SPEAKEASY
technology can provide mode-sel ectable emulation of VHF SINCGARS, UHF HAVEQUICK,
various tactical datalinks (TADILS), and more. By applying amore flexible software
programmable signal processing technology, platform mission communications and signal
processing can be tailored to specific mission needs rather than restricted by limited, legacy
avionics and overloaded bus architectures.

A second ACTD leverages the GLOBAL HAWK uninhabited aerial vehicle (UAV)
payload capability, commercial SATCOM links, and the SPEAKEASY technology to field a
flight of communications relay UAV's. From their theater ranging operation altitude of 65,000
feet, GLOBAL HAWK with its multi-channel, software programmable communications payload
could be tasked to extend the range of forward air controller communications and air ground
communications well beyond line of sight. With appropriate antenna configurations, the
SPEAKEASY canrelay VHF FM, UHF AM, SINCGARS, HAVE QUICK, and Link 16
communications among widely separated forces. The UAV relay provides an in-theater pseudo-
satellite that is directly responsive to warfighter needs. The rapidly reconfigurable
SPEAKEASY radios can be switched from mode to mode as the need arises. Utilizing
SATCOM connectivity links can be extended into the Defense Information Systems Network for
worldwide communications grid access or to provide theater reach-back access. Additional
development would add Milstar Medium Data Rate waveforms to the UAV relay, providing a
surge communications relay for Army Mobile Subscriber Equipment (M SE) range extension and
supplementing limited Milstar channels. The utility of the UAV relay allows operational
commanders to provide ABCCC-like C2 functions from garrison locations.

A final communications ACTD explores how the variety of battlefield communications
services ranging from commercial SATCOM, cellular, telephone, fiber optic, high frequency
radio, etc., can be combined into a single, seamlessinformation grid. It specifically addresses
the unique vulnerabilities of various communications media and explores the methods that can
be used to mitigate and manage these vulnerabilities to obtain the seamless C2 infrastructure
warfighters are demanding. This ACTD could put the Air Force in the lead implementing roll in
the JCS J-6'€4l For the Warrior vision as well as focus DARPARroad Area Data
Dissemination project to Air Force needs.

Programs directly benefiting from (and paying for) the technology and operational
concept advancement of the ACTDs would include large airborne sensor platforms, ABCCC
avionics programs (including IMA), MILSATCOM, and C2 interoperability of shooter
platforms.

Large C2, Surveillance, and Reconnaissance Platfo@hsinges to the missions of large
C2, surveillance, and reconnaissance platforms are proposed in an ACTD with the following
shortfalls and objectives addressed.

ACTD Shortfalls Objectives
Large C2, Costly, Vulnerable, Flexible, adaptive, mission tailored sensor
Surveillance, and Inflexible systems; systems. Connect decisionmakers to the
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Reconnaissance | humanin harm’s way; information vs. the platform
Platforms inefficient data
processing

We recommended that the operator consoles and sensor operator crews that normally
man large sensor platforms be off-loaded to ground or “safe area” air/sea facilities and the sensor
consoles remoted off-board. Advancing the concept of connecting the people to the information,
rather than just putting them on the platform, could demonstrate that the remotely controlled
sensor could be more effective than relying solely on manned sensors.

Operational issues such as flexible “capsule” crew duty that coincides with sensor and
mission workload adjustments, use of powerful sensor fusion and data correlation systems, and
more cost-effective mission platforms could be explored. Thus, the sensor payloads could be
downsized or ‘right sized’ based on the sensor requirements. If necessary, the additional
payloads can be used to increase on-orbit endurance or provide additional payloads needed to
enhance mission capability. We recommend Rivet Joint as an initial demonstration since U-2
and other space/airborne platforms provide a template upon which to build the Rivet Joint
demonstration and regional SIGINT Operations Centers provide likely hosts for mission crews.

Data Warehouseln a third area, we have recommended an ACTD to demonstrate the
feasibility of applying data warehouse technologies to the battlespace information problem.

ACTD Shortfalls Objectives

Data Stovepiped systems, | Geospatial and time tagging methods to assist

Warehouse “data deluge,” lack of| correlation and fusion, harness massively parallel and
references and distributed systems

correlations; multiple
“fat finger entries”

Specifically, we have recommended that a repository for data be developed and fielded.
The formatting, collection, safeguarding, distribution, and storage of data for ready accessibility
by all potential users was seen as a step toward addressing some of the shortfalls in battlespace
awareness. The objective of this ACTD would be to provide a “one stop shop” process for
battlespace data in a system that could be updated by the responsible data owner and be
simultaneously available to any authorized user in the battlespace.

JFACC After Next In the final ACTD recommendation, we advocate that the USAF
take active ownership of the DARPA “JFACC After Next” ACTD.

ACTD Shortfalls Objectives
JFACC After Ad hoc “system” Adaptive, mission-tailored, distributed system;
Next construction, commercial technology leverage, modeling and
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monolithic, simulation support to decision making; prosecute
“stovepiped” short-dwell targets; responsive damage assessnient
software systems

By providing leadership, direction, and cooperative funding for this ACTD, it could
serve as a means of demonstrating the fusion and information integration necessary for future
command and control. The panel specifically highlighted the need for a JFACC decision
support tool kit that would facilitate split-based operations and provide the type of collaborative
tools that would allow virtual interaction for a compendium of military missions. The ongoing
DARPA effort was seen as the principle near term effort that could be leveraged to demonstrate
the type of future C2 system envisioned for the USAF in the next century.

The migration strategy must be undertaken within the boundaries of a process that
affords operators at all levels active participation in design, development, and evolution of the
C2 system. Thus, we have proposed a significant change for evolutionary development in the
form of ACTD *first steps,” in which operators are coupled with developers at every step of an
evolving process. We believe that the ACTD projects proposed in this report could move the
Air Force in the right direction while providing flexibility to adapt to future expectations. To
meet the Airpower C2 needs of the 21st century, the Air Force must begin its movement now.
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Process | mprovements

The Air Force needs to institutionalize a process to assure it can rapidly exploit

technology advances as it continues to modernize its C2 systems. The report discusses the
problems with the current process and the needs that the process must meet to successfully
implement and sustain the vision. It also recommends the Air Force create a C2 Enterprise to
institutionalize the changes needed in requirements, PPBS, technology, acquisition, training,
organization, and doctrine.

The most obvious symptom of the problem is that the C2 system isreinvented every time

anew operation is engaged: Desert Storm and Bosnia both illustrate this point. While tailoring
C2 to the unique requirements of an operation is a necessity, most of the effort is spent re-
engineering how the collection of C2 tools are connected and integrated, trying to achieve an
acceptable degree of interoperability. Since the resulting configuration and operational
workarounds are unique, C2 training is inadequate. This resultsin an unacceptably long time to
achieve an operational capability in theater and difficulty in sustaining an efficient C2 operation
with trained personnel. Perhaps the most significant obstacle to supporting the JFACC with a
tailorable, interoperable C2 system is rooted in the approach to equipping and provisioning for
C2. Interoperability problems are often blamed on stovepiped acquisition or operations. But
stovepiping of C2 systems begins much earlier than acquisition or operations. Systems are
stovepiped from the very beginning in terms of how they are defined, funded, advocated, and
managed by the Air Force. This stovepiping problem extends to the very core of how our forces
are equipped. Without an integrated C2 system, a limited capability existsto allow an

assessment of the value that a new capability might bring to an operation. Consequently the Air
force findsitself with an amost infinite list of “could do’s” with limited means for determining
what it “should do.” This decisionmaking paralysis at the requirements level, combined with
funding and acquisition inefficiencies, makes the timely insertion and fielding of new C2
capabilities the exception rather than the rule.

To address these problems the Air Force should restructure its corporate process for

modernizing C2 to meet the following needs.

¥

Consolidate and integrate mission needs for conducting C2 in a joint and coalition
environment.

Focus the corporate Planning, Programming, and Budgeting System structure on advocating
and managing an integrated C2 program.

Develop a methodology and tools to determine the value of new capabilities.
Be able to rapidly select, mature, and field new C2 capabilities.
Organize, train, equip, and provide for common C2 across the Air Force.

Continually evaluate and evolve C2 operational concepts and doctrine.
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To meet these needs we recommend the Air Force create a C2 Enterprise areato focus
leadership and resources on C2. The C2 Enterprise approach defines C2 as an integrated
weapon system and uses this as a unifying theme to manage and integrate C2 across the Air
Force. The Enterprise hastwo basic thrusts. First isto break down the requirements and
funding stovepipes by establishing a corporate-level operational advocate for C2 who is
responsible for integrating C2 strategic planning, requirements, and financial planning across all
mission areas, as well as advocating cross-cutting C2 needs. Second is to implement an
evolutionary requirements and acquisition process which allows rapid technology insertion and
drives the evolution requirements and doctrine to make the maximum operational use of new
opportunities.

Establishing a corporate-level focus for C2 requires establishing a board of directorsto
oversee the Enterprise. A C2 General Officers Steering Group (GOSG), chaired by the Air Staff
operational advocate for C2 with membership from the MAJCOMs and other Air Staff and
Secretariat personnel, would function as that board of directors. The GOSG would oversee the
strategic planning, requirements development and integration, financial planning, and
technology planning functions for C2. Strategic planning will sustain the long-term vision for
C2 and maintain along-term investment strategy and migration plan which integrates aerospace
mission needs for AF and Joint users. Reguirements should be integrated into a Capstone
Requirements Document which would define overarching C2 requirements, a general
architecture for the C2 system and top-level requirements for each mission area and establish the
aerospace-unique functions required in the DIl COE. Financial planning must be focused into a
single resource alocation panel in order to give the GOSG visibility into how all types of
funding are supporting C2 and for C2 capabilities to compete against other warfighting
investments rather than having individual components of the system competing independently,
often against other C2 system components. Technology planning must recognize that the
commercia sector drives most of the technology C2 requires and look for opportunities to
partner with industry to provide military-unique functionality within commercial products.

The C2 Enterprise should institutionalize an evolutionary process built upon the spiral
evolution model exemplified by how the Internet evolution is managed. The process continually
solicits and assesses new technologies and needs, matures and sel ects capabilities with
operational benefit, and provides a mature capability to the C2 system for incorporation into
fielded systems. This processisthe “engine” which drives the evolution of C2 requirements,
systems, operational concepts, and doctrine. The throttle for this engine is the GOSG, with a
supporting O-6 advisory group and integrated product teams. The critical enabler of this process
is to provide the GOSG structure with a recapitalization fund in order to invest in promising
concepts and technologies. We strongly recommend that decisionmaking and authority to
commit funds to a new idea be delegated as far down in this organization as possible in order to
maintain a rapid and vibrant evolutionary engine.

The Enterprise engine must be supported by an infrastructure which will evaluate,
mature, and test new technologies, concepts, and procedures. This infrastructure is envisioned to
entail a Battle Lab, which supports a range of evaluation capabilities from analysis and modeling
through prototype demonstrations, combined testing in the battle lab environment, operational
evaluations and exercises. It also requires a System Engineering and Integration organization to
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support technical evaluation, test, and integration of concepts and technologies, and a
demonstration facility in the National Capital Region to support the GOSG and demonstrate Air
Force C2 capahilities to decision makersin DoD and Congress.

The evolutionary approach takes new ideas, whether they represent responses to
deficiencies, new needs, or new opportunities, which are evaluated by the GOSG structure and
which can be funded for the purposes of exploration and maturation. Depending upon the
maturity and scope of the concept, the GOSG would select an appropriate evaluation path and
investment. The evaluation isimplemented through the engine infrastructure, and results
provided back to the GOSG structure. This select, evaluate, and mature process would continue
as long as the proposal continues to show promise and ultimately ends when it is ready for
fielding. At any point the proposal may also be terminated if it is not maturing or has been
superseded by a competing technology or idea.

Several Air Force processes must be streamlined in order to support the evolutionary
approach. Reguirements should not be formally validated until a capability isready for fielding.
This allows the capability to be evaluated and matured in parallel with the requirements
validation process which currently takes months or years. The acquisition process should use the
evolutionary engine to support the solicitation and source selection process to insure competition
reguirements are met without going through a multi-month/multi -year solicitation and source
selection process. It should establish an “open-ended” request for proposal to solicit ideas from
industry and use the evolutionary engine for competing these ideas and capabilities as they
mature. Contracting approaches must establish mechanisms for rapidly procuring commercial
products. Testing can be streamlined by using the evolutionary process to address development
and operational test issues in parallel.

Information technology skills will become essential for every member of the Air Force.
All accession training programs should include the fundamentals of information systems and
basic computer skills. The Battle Lab will be a critical training resource and must support all
levels of training, from the accession level, through specialty, recurring, and certification
training and service, joint, and coalition exercises. Training must be embedded in the C2
system, with the ability to exercise a new capability, then reconfigure to an operational mode
being a fundamental requirement. Finally, the Air Force personnel system must identify,
manage, and retain people who have C2 experience and skills. At some point, experience as a
member of the C2 weapon system operational team may become a prerequisite for senior
command positions.

The Air Force should take the following first steps to initiate the C2 Enterprise immediately:
¥ Create an Air Staff-level organization within XO with responsibility for C2.

¥ Charter a C2 GOSG as the C2 Enterprise board of directors.

¥ Integrate financial planning into a single resource panel.

¥ Start a C2 strategic planning function.

15



¥ Establish funding for the engine infrastructure.
¥ Build a prototype evolution process.

¥ Establish a demonstration facility in the National Capital Region.
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Chapter 1
Command and Control Philosophy
1.1 Introduction

Though not aways recognized explicitly, command and control (C2}, the act of leading and
directing the resources assigned to a military commander, is fundamental to military operaions.
For reasons illuminated in this study, the present nationadl and global Stuation places an
unprecedented importance and demand on C2 and the systems that support it.

The end of the Cold War has left the US miilitary with an enormous challenge of adaptation.
That chdlenge derives from severd conditions outlined below:

* The decreased military strength of the former Soviet Bloc and the victory in Desert Storm
present a “pog-war” climate in Congress and the populace that expects a smaller, less costly
military force.

* Beng the only globa superpower means that the number of ingtances in which US forces
might be cdled into play actudly increases over that experienced during the Cold War.

« With such globa responghility, the smdler force must gill reach anywhere, anytime, and,
more likdy, from bases within CONUS.

+ Thetype and degree of hodilities now range wider than ever-from mgor regiona conflicts
(MRCs) to large, sometimes threstening, humanitarian missons.

= Anincrease in the use of smdl insurgent, guerrilla, and terrorist forms of warfare, plus the
availability of smal but very letha wegpons, requires an increasing need for rapid and precise

response.
* The palitica and economic interests on which US forces may act are less predictable,

Thus, a broader range of military and humanitarian missons, stretched over an increased
global area, in a more respongve time frame but with substantialy fewer resources is an
extraordinary chdlenge. Success in this environment requires maximum utilization and
performance from each element of the overdl force. That can only be done with a jointly
integrated, ubiquitous, and responsive C2 support system. That system must provide a far greater
knowledge of the battlespace than one's enemy has and enable the command and direction of al
agpects of operations continuoudy from anywhere. This report provides a vison of how an
increased understanding of the battlespace and a vastly eectronic integration of our resources can
form an air component that projects overwheming and decisve power using far fewer resources.

But the ability to “out-know” an enemy enables success only if our forces can respond in
time. To obsarve, understand, and ultimately react to an enemy’s vulnerability while he is ill
unaware is the powerful leverage of an information-dominant approach to bettle. To orchestrate a
remote misson where minima resources come together with precise timing and targeting, yet
whose impact is irrecoverable, takes highly refined C2 planning and execution tools. Our joint
forces presently have neither the awareness, the integrated connectivity, nor the responsiveness to
exert this leverage on the future battlespace.



1.2 Military Environment

The dramatic economic and politica changes have produced a radicdly different
environment in which the US Armed Forces must be prepared to operate in the future. Gone are
the days of single adversary focus, which produced a sense of security (red or imagined) for
military planning. With no single specific threat in the world & the current time, the US is ungble to
predetermine the geographical location of adversaries and therefore cannot preposition forces.
MRCs are more predictable and easier to plan, but Operations Other Than War (OOTW) are less
predictable and therefore more difficult to plan.

Future crises will unfold ra?idly, dlowing little planning time. An established Operdtions
Pan scenario is unlikdy. There will be no tune for additiond force traning; the “come as you are’
concept will become mandatory. Force structure reductions and redeployments have reduced force
deployment and response flexibility to meet changing globa chdlenges. This requires the US to
project its military power from the CONUS during both active contingencies and peace
maintenance efforts. These changes have had an impact on every facet of US military operations,
with C2 being the functiond area that underwrites the military’s capability to take the right action,
in the right place, a the right time.

Potentid conflict Stuations now range from peace enforcement, to humanitarian ad under
attack, to non-combatant evacuation operations (NEOs), to MRCs. For the Air Force, this
trandates to operations ranging from isolaing the battlefield, to providing information to support
US and indigenous forces, to globa mohility, to dl out war for which the Air Force may be the
first choice of combat power. Decisons to engage will be influenced by politics and economic
issues, often resulting in highly congtrained Rules of Engagement (ROE).

Tomorrow’s warfare will be shaped by a high-operations tempo in which the Observe,
Orient, Decide, and Act (OODA) loop will be compressed to ensure it will operate faster than the
enemy’s OODA loop. In addition, the amount of information needed to support these compressed
OODA loopsis increasing a exponentia rates, The'need for information a the point of action is
growing rapidly due to the implementation of standoff and smart wegpons and the need for red-
time battle damage assessment and dynamic Stuationd awareness.

The conflicts in Southwest Asa, Somdia, Bosnia, and Haiti demondrated that information
technology has sgnificantly dtered traditiond concepts for military operations. That same
technology is improving stuationa awareness on a globa scde and augmenting the ability to
generate military options before a criss can erupt. Once military force becomes necessary,
information technology provides numerous options for prosecuting the conflict.

The Air Force will enter the 21st century with approximately one-hdf the force sructure it
had during Desert Storm, less overseas support infrastructure, increasingly smdler acquisition and
operating budgets, more regiond (hreat interests, and near-real-time globa response requirements.
Effective and timely gpplication of the Air Force's inherent attributes of range, speed, flexibility,
and long-range precison wegponry againgt a globa array of potential adversaries will depend on
the effectiveness of its C2 assets. In many cases, these adversaries will have access to wegpons
and information systems that match or exceed the capabilities of US and codition forces. C2 must
support the commander’s need for knowledge-based decison making.

1.3 Focus on the Commander
C2 begins with an understanding of both the responsbilities of command and the nature of

warfare. There are real and important distinctions between the process of C2 and the C2 system
that supports that process.
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The C2 process is characterized by the establishment of an organizational structure for
decison makers and by a reduction of uncertainty sufficient to permit Commanders to make
assessments and operational decisons. Although the reduction of uncertainty is an objective of
much of the C2 process, the utility of uncertainty reduction is limited due to the two-sded nature of
conflict. Conflict outcomes depend on decisons made by many Commanders on both sides. The
C2 process relies on the shared understanding of separated Commanders, an understanding that
itself relies on doctrine, teamwork, and previous information exchanges.

Commanders are clearly an integral part of the C2 process and should be seen as part of the
supporting systems as well. While looking to improve the C2 system, one must remain focused
on the needs of the Commander.

* A Commander must optimize control to the extent required to maximize misson performance.
Commanders will be disinclined to delegate author eéy until they redlize that failure to delegate
will compromise the misson. Command is defined by bdanung the risks associated with

delegating authority against the risk of misson falure

» Commanders can be given all avalable Stuationd information, but this is usdess unless they
aso know why a force acts the way it does. With knowledge of the enemy’s intentions,
Commanders can create strategy and plan and rehearse missons based on an understanding of
bow the enemy thinks.

*  The greater the politica impact of mistakes, the more Sringent the ROE and the more
centrdized the engagement authority. It isimportant that the C2 support system adapt to both
highly centrdized and decentralized engagement authority and provide the execution authority
the correct level of Stuationd awareness to enhance decison making. This will free the
Commander from the task of organizing and fusing information, alowing the focus to be on
decision rather than observation and orientation.

* Technology enables smultaneous C2 decison making, which provides the warfighter with
fadter, better, and more direct access to needed information. C2 technology must allow a
Commander to step through the OODA loop faster than an enemy steps through his.

1.4 Unique Employment of Aerospace Power

1.4.1 Aerospace Power and Spectrums of Conflict. Aerospace power can move
rapidy and with great agility uninhibited by geographic and environmenta condraints. This
ability, enabled by the appropriate C2 system, alows the Commander to attack targets across the
spectrum of conflict-from the near tactica to the deep Strategic-very rapidly and precisely. The
chalenge is to provide a robust C2 system which underwrites the Joint Force Air Component
Commander’s (JFACC) ability to fully exploit aerospace power in a joint warfighting scenario.

. The Air Force's need to operate across a broad spectrum of conflict to meet its theater-ranging
responsibilities imposes a set of characteristics on its C2 system that are not required for those
forces whose area of respongbility (AOR) is less than theater-wide.

. Across the spectrum of conflict, the threet, target set, and ROE are not likely to be uniform,
requiring the Commander to make decisons and judgments concerning each engagement. A
JFACC must be able to influence every sensor to shooter relationship.

These stuations develop for many reasons and aso include those forces that may be highly
mobile and disadvantaged from a C2 perspective. However, these arc the stressing cases and must
therefore influence the design of future Air Force C2 systems
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1.42 Aerospace Power and Theater-Ranging Perspective. The Joint warfighting
condruct envisions a Joint Task Force (JTF) Commander who exercises overal command of the
components present in the AOR. The JTF Commander has overdl misson responsibility and
authority.

One of the first decisions the JTF Commander makes is the parsng of misson respongbility
among Components based on the unique capabilities of each dement. The Components then
carry out the combat activities. This is the first step in the ddegation of authority chain that
eventudly leads to action a the shooter level.

Joint warfighting C2 systems must meet the needs of both the Joint and Component
Commanders. The digtinct nature of the Components (medium of operations, operations
tempo, target and threat focus) will lead to speciaized C2 requirements for optimum
employment of each Component. To help explain this, envison a scenaio involving a corps
conducting ground operations, maritime operations in the littora region, and air and space
operations.

= A C2 system designed to support operations in a 200 km square area is sufficient for a
ground corps and a naval group, but not for air and space operations.

= Air and space operations must correspond to the scope of the Air Component’s mission and
theater-ranging responsibility. The extent of the C2 system in this case is more vagt than
ground and maritime C2 systems.

= The ar and space C2 system must also support out-of-theater operations such as inter- and
intrartheater trangport and long-range bomber missons, which are likely to originate and
end outsde of the AOR.

= The air and space C2 system must also accommodate and be interoperable with the other
Components since the air and space eements will operate with, and around, the other
forces.

= The JFACC'’s C2 mug be sufficiently agile and comprehensive to permit the JFACC to
exercdse command discriminately.

1.4.3 Aerospace Power Achieving Global and Theater Objectives with Speed and
Flexibility. As dtaed aove, the Air Commander must maintain awareness both globaly and
within the theeter of operaions. Working toward successfully meeting the Air Campaign
objectives, the Air Commander must Smultaneoudy concentrate on drategic and theater mobility;
interdiction using assets from within the theater and outside the theeter; ground maneuver
combined with close air support; space-based operations, littora maneuver and/or defense and
theater air defense. Effective and timely gpplication of the Air Force's inherent attributes of range,
speed, flexibility, and long-range precison weaponry againgt a globd array of potentia adversaries
having both modem wegpons and information cgpabilities will depend on the effectiveness of its
C2 resources. Unique aerospace attributes can be summarized as follows:

air and space forces encircle the globe seamlessly and offer less resstance to movement than
other mediums,

arcraft and spacecraft can be moved very rapidly anywhere in the world,
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» ar and space offer unique vantage points from which to observe worldwide activities and, if
necessary, engage targets,

advanced technologies enable the employment of air-ddivered weagpons with greater lethdity
and precison.

1.4.4 Aerospace Power and C2—A Strategy-to-Task Relationship. The demands
placed on Air Force C2 to effectively employ aerospace power derive from an end-to-end strategy-
to-task examination. This review results in specific C2 tasks required during different phases of an
operation. These phases include readiness, deployment, employment, sustainment, and
recongtitution. The associated tasks and what C2 requires to meet those tasks are detailed in
Appendix A. The tasks were derived from the following operationa objectives:

provide globa reach and globa power; i.e, deploy on short notice, fight with lethdity on
ariva, achieve and maintain aerogpace superiority, project power from CONUS, and sustain
operations,

exploit agility, dtuaion awareness, and technologicd superiority,

rgpidly assemble forces needed for a decisve win,

terminate conflicts swiftly, decisvey, and with minimum loss of life
1.5 21st Century Changes and Air Force C2

The globa poalitica and economic factors coupled with US domestic factors have created a
st of conditions which will have sgnificant impact on Air Force globa operaions and the C2
systems that enable them. These factors demand a C2 system that can support operations
effectively in congrained environments across a spectrum of conflict in many geographica aress,
sometimes smultaneoudy. Some of these factors and conditions are summarized below.

* The dhrinking DoD budget and changes in US military srategy are resulting in a largely
CONUS-based force. At the same time though, the sphere of US interests continues to

expand.
= Joint and codlition operaions will be the norm, not the exception.

*  Many operations may be smultaneous and widely dispersed geographicdly. In these
Stuations, interoperability will be essentid, particularly C2 interoperability.

+ Regiona access to facilities and communications may not be easy or at least as extendve as that
avaladle in CONUS. The infragiructure avalable to support operations may be limited. This is
further complicated by the need for smdler forward deployments. The C2 system must be
modular to endble taloring for soecific use with a minimum logidtics footprint.

= The ahility to understand what is occurring in the battlespace has made the Air Force aware of
C2-imposed limitations on combat effectiveness. As a consequence, the true potential of
aerospace power has not been completely realized.

*  Aerogpace power will be caled upon to rapidly move military equipment, people, and supplies
worldwide. Missions will range from isolating the battlefiddd in one part of the world and
providing information to forces in another. At the same time, aerospace power must be
prepared to fight an MRC anywhere in the world.
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» Aerogpace power will be the option of choice for many dimengons of conflict.

The devdopment and procurement of an agile, afordable C2 sysem to support future
operaions depends on the Air Force's ahility to easlly and routindy incorporate commercid
technology. The current Air Force requirements and acquistion process is not fagt or flexible
enough to pamit this routindy-change is needed.

These conditions have made the inefficdendies and cod of the current C2 systems
intolerable; in fact, aerogpace power is serioudy handicapped by today’'s C2 sysem. The power
of precison wegpon ddivery and target atack, and the ability to respond rgpidly to and in any
contingency are dl inhibited to varying degrees today. Aerospace C2 for the 21t Century must be
designed to remove these shackles in order to unleash the tota cgpability that aerogpace power

[POSSESSES,

1.6 C2 lIssues-Current Limitations

The current €2 sysem has a large mohility footprint and reguires sgnificant arlift and time
to deploy. The equipment is labor intendve and ineffident, resuiting in a larger number of people
to operde and mantain it, a atime when personnd cuts are needed to reduce cost. The C2 sysem
Is indffident & a time when there is no surplus of forces and indffidendes are nat only coslly, but
dangerous Each C2 sydem that is deployed mugt be built from scratch and is ad hoe. In an era
\_Nhende:be_coming operationd quickly is the norm, the time needed to build up these unique sysems
iS a detriment.

Rdease of US information and planning sysems to codition partners is dso done in an ad
hoc manner. These procedures affect C2, and force gpplication should be thought out aheed of
time, to the extent possible, to ensure the most effective use of forces without dday.
Interoperability must be planned for, and C2 systems need to be scdedble to enable the movement
of the correct amount of C2 resources forward to meet the need.  This indudes having the
capability to leave the preponderance of the C2 sysem out of theater with robust reach-back
cgpability for adequate tranamisson and reception of information.

The C2 sysem mugt be able to suppoart foroes that may be highly mobile, may have litlle
access to information, and with whom the US may have limited interoperability. The chalenge lies
in developing a C2 sysem that meets Air Force nesds and & the same time fealitetes
interoparability.  This sysem must not only be robust to megt the wide range of chall it mugt
a0 be robus againg, and protected from, outdde threets. These threats are not only physicd but
dectronic as wdl, and the command infrasructure must be multi-dimendgond (eg., medig,
cadition, joint) and interoperable to the greatest extent possble

The Air Force's ahility to acquire deta has out-paced its dbility to integrate, fuse,
dissaminate, and use the information. Without adequate and accurate information, proper
decisons cannat be mede in atimdy manner or a all. There is no common picture of the
battlespace & the JTF and Component levels which can leed to ineffidendies a best and logt
opportunities and increased fraricide a& word.

CONUS-based forces reguire the rgpid globd mohbility thet arlift can provide Currently,
combet and mobility C2 systems are not linked and are not agile enough to support the most lethal
application of precison wegpons of dl kinds or to respond to the rgpid changes that can occur on
the modem battlefidd. The current C2 sysdem is a callection of independent sysems often with
incompatible data formats Not only does this limit effectiveness it severdy inhibits
interoperability and can cause unnecessary reditacks on missed targets
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Today's C2 systems am acquired as independent systems. These systems are usudly
stovepiped, which limits intra- and interoperability. C2 often becomes theater and/or misson
gpecific, which increases training requirements, complexity, and support cost. There is little
capability provided through modeling, Smulation, and testing to demondrate the vaue of new
technologies. The current requirements, acquisition, and financing processes are not cgpable of

keeping up with the rate of technology change and availability.
17 Commande’s Operational Needs Enabled by C2

In the previous sections, the changes on the future military environment, limitations of the
current C2 system, and the potentiad broad dimensions of aerospace power were discussed. All of
these factors lead to the following key operationd dements of the 21st Century.

« Battlefield knowledge based on common data sources, fused presentations, and decison ads.

+ Scdeable, interoperable, tailorable sysems with sdective releasable products employing
current  technology.

« An acquidtion process with sufficient speed to leverage and insert new and evolving
technology.

« A C2 sysem that is measurable for vaue added using robust modeling and smulation,
exercises, and real-world operations.

« Traning, employment, and fielding issues addressed early in the acquisition process.
18 C2 Operational Concepts

Egablishing a Vison of C2 for the 21st Century will require the development of a
migration strategy to achieve that Vison and process improvements to implement that strategy.
The migration drategies and process improvements must focus on enabling the following
operational concepts.

* Leaner Equipment. The C2 equipment must be lighter, smdler, and more cgpable. Forward
area computers should use flat screen technology or laptops to reduce the mobility footprint and
voice recognition to avoid the need for keyboard and mouse. Voice recognition must aso have
language/didect trandation to dlow for easy access and understanding by codition partners.

ommon Command Centers. Them will still be separate operations centers for Component
level operaions and unit level operations.

= Many component-level operations could be controlled from outside the theater of operations
(eventudly from CONUS). Many exercises have been conducted utilizing a robust
communications infrasiructure that have demongrated distributed C2.

= Codlition operations will require US forces to operate within the theater as forward
dements, and these dements will have force size condraints. Consequently, these forward
eements mugt be lean in personnd and equipment, The Bosnia operation may not have
been able to have been conducted from CONUS, buit it could have been prosecuted from
SHAPE in Belgium with the proper technology and robust over-the-horizon (OTH)
communicetions.



= Technology advances could dlow the JTF Commander to maintain a rear area AOC that
does not move in a conflict. The forward eement would be used for dynamic execution
only and involve no planning, inteligence andyss, or logisics dements. Plans would be
established as priorities, objectives, and tasks materidize. Execution would be continuous.
Fewer missons would be preplanned, and more missons would be established for
dynamic operations executed from the m-theater execution authority.

Multi-Functional Control Centers. Control centers should be multi-functional and tailorable to
the conflict. Ground control centers should receive dl information from the dispersed sensors,
including ground, air, and space. C2 operations should be from the ground in the rear area
utilizing OTH communications to interact with the shooters.

Conggent View of the Battlespace. The Commander’s Stuationd awareness is an undefinable
atribute, as it will depend on human persond traits and experiences. The C2 system must
provide and make available to al Commanders a “recognizable picture of the battlespace.” The
sysem must include space, ar, surface (land and sea) and subsurface and must contain blue,
gray, and red force information. This information must be fused to avoid duplication and
resulting confuson. The sysem must digolay matime information and be updatable within
seconds or minutes, not days. Additionaly, the sysem must be able to push or have operators
pull information as necessary. All Commanders must have the option of having the same view
of the battlespace to make knowledge-based decisions on courses of action.

Didributed Qperations, Future military operations will requite distributed collaborative
planning and operations. The Ah Force must cooperatively schedule and problem solve using
computer-aided tools. The C2 systemm must be talorable to each decison making leve from the
JTF to the shooter. To reduce training and aid the speed of deployments, the systems must be
“plug and play” capable. Andyticd tools and agorithms promoting accelerated decision
making will be required and OTH communications to all air and space platforms will be
necessay to dlow for execution of the long-range missons unique to the Air Force.

Information Dominance. Information dominance is critical to the future warfighter.
Information security must be incorporated in C2 systems and not be an “add-on” feature. The
development of high bandwidth fiber optics and satellite communications, smal high-
performance computers, and sophisticated airborne and space based sensors offers the
opportunity to m-evauate C2 functions. C2 concepts have often been driven by alack of
information and the inability to move wha little information was available.

Today, new technologies offer the potentid for comparaively unlimited information and
the means to get tha information wherever it is needed. Today’s chdlenge is to realize that
potentid by adopting a disciplined approach to moving and fusing information and to make the
information available at the right place and time. With this cgpability comes the need to
accomplish Information Superiority, just as the Air Force pursues Air and Space Superiority.
The information medium must be controlled; otherwise, future commanders will not have the
necessary confidence to rely upon it.

1.9 Conclusion

The Air Force must develop and evolve its C2 systems to adlow the fundamenta capabilities

embodied in Aerospace Power to be redized in the conduct of future misson in support of the JTF
Commander’s needs. These systems must have the following attributes and capabilities.

Enhanced decison making tools which enable the decison maker to solve multi-dimensiond
time sendtive problems,

1-8



Increased efficiency by alowing the operator to accomplish the task better, quicker, and with
fewer migtakes by:

= providing information to the decison maker sooner,

= dlowing Commanders to operate from the same knowledge base for common
understanding of the battlespace Stuation,

= making information avalable, through integration, interoperability, and talorable
releaseability, to dl operators for improved misson success,

= dlowing flexibility to employ Aerospace Power across varying conflicts and differing
levels of delegated authority,

= tailoring the information for misson and resource needs (rapid deployability enables Flit
base operations),

= dlowing the use of exising commercid infrastructures, where logica and religble,
= dlowing “plug and play” cgpability for quick and effective response to any operation,

= dlowing for decisons based on a misson to task relaionship, not a technology
relationship.

With these new capabilities, the Air Force will be in a postion to develop C2 concepts
amogt uncongrained by technology. For if the technology is not here today, the rapid pace of
technologica advancement dmost guarantees it will be here tomorrow. The establishment of the
C2 Vison is an atempt to bring together complementing services to aid the decison maker. Al
contain a mgor piece of the Commanders necessary knowledge base, and without combining
them, the information will be fragmented and unintdligible

In the following chapters, the discusson will assess the current status of Aerospace C2,
establish the 21t century Vison for C2, and define the migration strategy and process
improvements needed to attain that Vison,
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Chapter 2
Current Command and Control

2.1 Introduction

In this chapter, the fundamental tenets of Command and Control, the methodology used
within the command decison process, and the specifics of the C2 structure used by aerospace
sysems will be established. The aerogpace misson tasks for defensve counter air (DCA), close
arr support (CAS), and interdiction (INT) during the three phases of conflict-planning, execution,
and sustainment-will be defined. The process, dong with a detailled assessment of command
dructures, sensor systems and their connectivities, and air platforms (shooters) and their
connectivities (see Appendix B), was used to define a set of future gods and improvements for
current aerospace C2 systems.

22 Essence of Command

Commanders must “command” and “control” ar and space assets to accomplish missons.
Command is where misson responshility and authority resde. This includes the authority and
respongbility for effectively using avalable resources and for planning the employment of
organizing, directing, coordinating, and controlling military forces for the accomplishment of
assigned missons. Control enables command, transforming the Commander’s intent into actions.
Control is dependent on the Commander’s ability to insure forces have sufficient Stuationd
awareness of the battlespace to include disposition, movement, and intent of red and blue forces.
As forces become involved in operations other than war, information on forces not directly
engaged in the conflict comes into play as wall.

Command responsibility cannot be delegated but authority can and must be delegated to
execute missons. Command depends on communications to insure direction from higher
headquarters reaches the proper subordinate command. Key to effective control of forces is the
successful communicetion of delegated authority to act on assgned missions to the gppropriate unit
level. The greater the politicd impact of an engagement mistake, the more stringent the Rules of
Engagement (ROE) and the more centrdized the Commander will hold engagement authority.

2.3 Higtorical Pergpective

The history of command can be understood in terms of a race between the demand for
information and the ability of command systems to meet that demand. The Commander that
effectively observes, orients, decides, and acts the fastest will achieve the greatest success.
Concepts of command and control, as technology progressed with the introduction of the first
radios followed by radar, computers, and satellites, have changed to take advantage of each
generation of new technology. As a result, command and control concepts are often held hostage
by technology’s ability to provide Stuationd awareness essentid to command and the
communications essentid for control. Communication enables or congrains the control of forces.
Some examples are summarized below.

. Thetactic of a World War | fighter pilot in single combat with the enemy arose, not because
anyone thought it was the best way to use airpower, but because once an aircraft was launched
there was limited ability to communicate with it. This “fire and forget” verson of command
and control was driven by the technology of the times.

. Long-range high frequency (HF) radio and telephone technology in World War 11 was the key

to making “centraized control and decentralized execution” a redizable concept. Both
Stuationa awareness and control were maintained by voice radio and low speed teletype
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traffic. Using this technology, the Allies could mass widdy dispersed ar assets a ariticd
points and times

*+  The edablishment of an Airborne Battlefidd Command and Contral Center (ABCCC) in
Vietnam did not reflect US judgment thet the function of command and control was best
accomplished from an aircraft; rather, it reflected the techndlogy of the times. The avaleble
Iineg[-sight redios limited the radius that ground-based command centers could control combat
arcraft.

+ Desat Storm was a sensor and shooter rich environment which utilized many advances in
technology. This environment highlighted severd limitations to combat effectiveness that
previoudy escaped naoticg; i.e, limited ability to put sensor and shooter together to handle the
Trangporter/Erector/Launcher (TEL) problem. Desart Storm provided a so-cdled “technology
bettle laboratory"” for command and control sysems.

The point of these examples is nat that the command and control concepts were right or
wrong. They were merdy the best that could be developed using the avaladle technology. In eech
case, the command and control system was condrained by the current technology’s aility to
provide Stuationd awareness to the Commander and to tranamit orders from the Commeander to the
forces. While the technology of command and contrdl of fighting forces hes evalved over the
higory of warfare, the basc concepts of command and control have nat.

24 Commander’s Decison Making Method-OODA Process Mode

Commanders use a process for logicd dedson meking while conducting the planning,
execution, and sustainment phases of operations. There are many different processes that can be
usd to categorize the decison meking steps. The important isue is that some process must be
used to ensure the bet decisons are mede. This report will utilize the OODA process model—
Obsarve, Orient, Decide, and Act-to address the commiand and control issues associated with a
Commander’s decison process.

When an individud (commeander or shooter) needs to make a decison, he mudt first
obsarve what is hgppening in his area of regponghility. Next he orients himsdf to what the
obsarvation means. Then he decides what to do about the obsarvaion. And findly, he tekes
action himsdf or by direction of others

The OODA process destribes decison implementation within the battlespace. Sensors can
be directed to obsarve the battlepace redlity. Processors, displays, and andysts supply decision
mkers with the means to visudize and orient themsdves in the battlespace. This knowledge of the
battlespace leads to the Commander’s course of action. Fallowing the course of action decison are
the commeand and contral action and task execution. The execution act for command and control
involves communicaing the authorization to act to military forces

The OODA process is usad by Commeanders during the planning, execution, and
sudanment phases of a broad spectrum of operations while conducting any of the many missons
the Air Force is tasked to accomplish. Some of these missons indude defensve counter air,
offensve counter air, dose air support, interdiction, strategic atack, and airlift.

25 Current Air Force Command and Control
As pat of this review of the current Air Force command and contral sructure, it is
understood thet there are joint and codition forces that join and complement the Air Force C2

gructure providing sensor inputs, control centers, and commeand centers. The discussion that
falows is intended to focus only on the Air Force portion of this joint environment.
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Interoperability is key to joint and codition operations, and as communications are enhanced within
the Air Force gructure, this enhancement must be applied to the joint and codition environment as
well.

2.5.1 Terms. Prior to discussng the current Air Force C2 dructure, it is important to
understand severd dements that relate to C2 systems in generd.

Command Center. A command center is a facility from which a commander and his or her
representative directs operations and controls forces. It is organized to gather, process,
andyze, digplay, and disseminate planning and operationa information and perform other
related tasks. The Air Operations Center (AOC) is the senior dement of the Air Force
Component Commander (AFCC) from which command and control of air operations arc
coordinated with other components and services, It is the principa ar operaions indalation
from which arcraft and air warning functions of combat air operations arc directed, controlled,
and executed. The AOC is supported by Control Centers.

Control Center. Control Centers extend the AFCC’s control into the forward battlespace.
These Centers facilitate execution of misson directives in accordance with the rules of
engagement and airspace control and can direct action if authority has been delegated to them.
Control Centers include the Control and Reporting Center (CRC), the Control and Reporting
Element (CRE), Airborne Warning and Control System (AWACS), ABCCC, the Air Support
Operations Center (ASOC), and on some occasions the Joint Surveillance, Targeting and
Attack Radar System (JSTARS).

Subordinate Oocrations Center. Subordinate operaions centers are facilities from which unit
commanders and their representatives direct operations and control assigned assets. They are
responsible for planning, executing, and sustaining forces to meet the AFCC’s ar campagn
objectives. These include the Wing Operations Center (WOC) and the Squadron Operations
Center (SOC).

Sensors. Sensors are tasked to detect, collect, and distribute data obtained from the
battlespace. This data includes dectronic intelligence, communications intelligence, human
intelligence, imagery, raw radar data, and eectro-optical data. Sensors include JSTARS, U-2,
Rivet Joint, and Nationa assets. Sensor data aso includes that from AWACS and the CRC
and CRE (TPS-75) radars, plus fighter and bomber radars.

2.5.2 Missions. The eements described above come together to accomplish misson tasks.
The folowing three misson examples arc provided to demonsrate genera relationships between
the above identified dements while conducting misson tasks.

Defensive Counter Air. The objective of the DCA misson is to control the ar by directing,
identifying, interrupting, and destroying enemy aerospace forces attempting to attack friendly
forces or to penetrate the aerogpace environment above friendly forces.  Command and control
for DCA darts with the JTF establishing the generd guiddines, weight of effort, and ROE.
The JFACC, using the AOC, specificaly identifies the available resources using inputs from
the WOC, the area to be covered, airgpace redtrictions, controlling agencies, and support
(refueling, additiona sensor coverage), among other issues. The AOC publishes the misson
plans in the Air Tasking Order (ATOQ) and the airspace plans in the Airgpace Control Order
(ACO).

During misson execution, the AOC can observe the DCA missions as they unfold from a
large screen display showing air tracks received and passed from the control centers. Control
of the shooters is normaly delegated to the control centers, specificaly AWACS, CRC, and
CREs. These control centers are responsible for establishing the orbit points for the lighters,
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deconfliction (friend from foe, and arspace), threst warning, target assgnment, mantaining
datus of fud and munitions, refuding as neceeac'jy edablishing a fighter flow to ensure
complete area coverage, and updating wedt! return base status.

During the operation, sensors are detecting and collecting data. Information from Rivet
Joint is passed to the ground AOC and to AWACS, while information from U-2 and Nationa
assets is passed to ground stations and eventudly to the AOC. The main sensor for the DCA
mission is onboard the AWACS, and organic to the CRC and CREs (TPS-75). If both
AWACS and the CRC are participating, the CRC will be designated as network control and
will receive information processed from the AWACS, correlate with information from the CRC
and CRE, and pass one air picture to the AOC. The AOC receives threat warning information
fused from intelligence sources. If the AOC passes threat warning information directly to the
shooters, it is done via voice and requires beyond line of sight communications (radio relay).

The AOC usualy delegates this warning responsbility to AWACS, CRC, and CRE. As a
threat is inbound, the control centers direct the fighters to pursue the target in accordance with
the ROE. For example, in hogtile ROE, where targets fdling within a defined profile are
declared Hodtile, the fighters will be directed to kill the target. But during peecetime ROE,
where the fighters can only defend themsdves if fired upon, a visud identitication is usudly
required. In this Stuation, the authority to shoot has not been delegated to the control center or
the shooter but retained by higher authority.

Close Air Support. CAS is “ar action by fixed- and rotary-wing arcraft againgt hodtile targets
which are in dose proximity to friendly forces and which require detalled integration of each ar
misson with the tire and movement of those forces” Just tike DCA, command and control for
CAS dats with the JTF Commander etablishing the generd guidelines, weight of effort, and
ROE. The AFCC, usng the AOC, specificdly identifies the available resources usng inputs
from the agencies, and support requirements (refuding, additiond sensor coverage). The AOC
publishes the misson plans in the ATO and the airgpace plans in the ACO.

During misson execution, the AOC can observe the CAS missons as they unfold from a
large screen display showing air tracks received and passed from AWACS and other sensors.
Control of the shooters is normaly delegated to the ASOC, who further delegates specific
control to the Forward Air Controller (Airborne) [FAC(A)] or the Tactica Air Control Party
(TACP) digned with and working in close proximity to the ground forces. A termind attack
controller (TAC) within the TACP, coordinates with the ground commander of the supported
forces for final clearance. The final clearance or “cleared hot” is then relayed to the FAC(A) or
if no FAC(A) is avalable, directly to the atacking fighters. Situations not involving a TACP
or strikes which do not pose a threet to friendly forces may not require a final clearance call
from the ground commander. In such stuations the FAC(A) acts as the find controlling
agency for the fighters. The ABCCC is also used as an airborne ASOC and radio rlay for the
shooters. The controllers {FAC(A) or TAC] are responsible for establishing the orbit points
for the shooters; deconflicting airspace; passing threst warning; updating weether, target
assgnment, and return base status, maintaining status of fud and munitions on each shooter;
and establishing a shooter flow to ensure shooters are rotated for timely area coverage.  The
main role for augmenting control centers (AWACS, JSTARS, CRC, and CRE) is to provide
supporting information to the ABCCC, ASOC, FAC(A) and TACP (if in communications
range) to include area wide survelllance for threat warning, weether updates, refueling support
if required, return base status, and any other required support. AWACS, CRC, and CREs will
usudly control the shooters to a contact point where the fighters establish communications with
the find controller, FAC(A) or TACP. After exiting the actud misson ares, the fighters again
contact AWACS, CRC, or CRE for routing ingructions. The main sensors for the CAS
mission are the eyes of the airborne FAC and the ground TAC, and threat information from
AWACS, CRC and CRE's radar.
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Interdiction. The objective of the interdiction mission is to dlay, disrupt, divert, or destroy an
enemy’s military potential before it can be brought to bear againgt friendly forces. As with dl
missons, the command and control for INT sarts with the JTF establishing the generd
guiddines, weight of effort, and ROE. The AFCC, usng the AOC, specificdly identifies the
available resources using input from the WOC, including the area to be covered, airspace
regtrictions, controlling agencies, and support (refuding, additional sensor coverage). The
AOC publishes the mission plans in the ATO and the airgpace plans in the ACO.

During misson execution, the AOC can observe the INT missons as they unfold from a
large screen display showing air tracks received and passed from the control centers. Ground
tracks are displayed on a separate screen as input from JSTARS. The main role for
augmenting control centers (ABCCC, AWACS, CRC, and CRE) is to provide supporting
information to the shooters to include area wide surveillance for threat warning, westher
updates, refueling support if required, return base status, and any other support required.
AWACS, CRC, and CREs will usudly control the shooters ingressing to target initia points or
when returning from a completed misson.

During the operaion, sensors are detecting and collecting data. Information from Rivet
Joint is passed to the ground {AOC) and to AWACS, while information from JSTARS, U-2,
and Nationa assets is passed to ground stations and eventually to the AOC. The AOC receives
threat warning information fused from intelligence sources. If the AOC passes threst warning
information directly to the shooters, it is done via voice and requires beyond line of sight
communications (radio relay) usng ABCCC, JSTARS, or AWACS. The AOC must dso use
this same radio relay method to m-task, m-target, abort, or make any changes to the ATO-
tasked missions once the shooters are airborne and are ingressing beyond line of sight to the
target.

25.3 Three Phases. This report will address three phases of operations-planning,

execution, and sustainment-which must occur in order to execute any misson. The tasks that
must be done during each phase arc associated under the OODA process model. For example, to
plan an operation the planner observes the battlespace to know what is available, orients on the data
to determine what can be used for the plan, decides what to do, and then builds and disseminates
the plan. The other two phases (execution and sustainment) follow the smilar tasks under the
OODA  process.

Phase |-Flanning. During this phase, the JFACC is planning for ar battle execution in
accordance with the Joint Force Commander’s campaign plan objectives,

= Observe the battlespace to support plan development.
Tasks: Detect and Update.

Current Method: The AOC has no organic detection sensors. All detection is done
externdly and provided to the AOC. The AOC receives automated inputs via digita
communications for the Red Force Order of Battle (OB), but manua inputs for the Blue
Force OB. Both Red and Blue air arc provided automaticaly via digitad communications to
the AOC. Updates for Red Force OB are automatic in the data base, but the Blue Force
data base is incomplete, covering only air OB (arcraft, bases, weather and munitions).
Sensors (JSTARS, U-2, Rivet Joint, and Nationa assets) provide threat detection directly
to some control centers. AWACS, CRC, and CRE have their own organic sensors to
detect air movement and update data bases via automated means.  Netther the ASOC nor
the ABCCC detect movement directly. JSTARS detects ground movement and provides
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this data via digitd communications to the AOC. The remaining sensors provide various
intelligence data via digitd communications to the AOC. The WOC detection is data base
related in the tracking of status of resources. Interna to the WOC, this process is
automated but not outsde the wing or across wings.

= Orient to prepare to support plan development.
Tasks: Identify, classify, correlate, and fuse.

Current Method: The AOC receives identification, classfication, correlation, and fuson
from externa sources. This process is automated via digitd communications. AWACS,
CRC, and CRE identify and classfy air tracks via direct computer interface and pass this
information to the AOC via digitd communications. JSTARS identifies and classfies
ground tracks and passes this via digitd communications to the AOC. Corrdation of ar
tracks is normaly done by the CRC, coordinating data passed from AWACS, Patriot
Surface to Air Missle units, and CRE. A leve of fuson occurs between AWACS and
Rivet Joint, and this is passed down to the CRC. There is dso fuson that occurs on some
Red Force assets from Nationd assets, U-2, and Rivet Joint to the AOC mainly on the Red
Force OB information. In the WOC, this task relates to tracking of status of resources.
Interna to the WOC, this process is automated but not outsde the wing. This information
is passed to the AOC viafax, email, or message.

= Decide the objectives and rules.

Tasks: Collect observations and apply to JTF and JFACC objectives. Determine course of
action, establish rules of engagement and levels of authority.

Current Method: This process is manud today,

= Act to build the plan.

Tasks: Develop the magter attack plan. Assign assets, timing, weapons, airspace.
Deveop the ACO and the ATO or Air Tasking Message (ATM) within the congraints of the
ROE. Publish and didtribute the ATO/ATM and ACO and ensure receipt.

Current Method: The development of the master attack plan (or the battle flow for the next
24 hour period) is manual, done with greaseboard or possibly spreadsheet computer tools.
The asdgning of assets, timing, wegpons, and airspace is automated. The development of
the ACO and ATO/ATM is automaed. The development of the ROE is manud, usudly
accomplished by cutting and pasting from a word processing document. Publication and
digtribution of the ATO/ATM and ACQ ae automated via digital communications, email,
and fax depending on the communications connectivity. The ATO/ACO from the AOC is
passed via digitdl communications to ground control centers, but not airborne centers. At
the control centers, the process of assigning assets, timing, wegpons (i.e, ar defense
artillery) airspace, and requesting changes is manud. At the WOC, there is no direct
gsysem to system link between the AOC planning system and the wing planning sggtem.
The misson planning process is automated a the WOC, but the information must
manudly inserted.
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Phase 2-—Executing. During this phase, the ar plan, in accordance with the ar campaign
objectives, is executed.

=> Observe the battlespace to support misson execution.
Tasks: Detect and update.
Current Method: The tasks of detect and update within the Command and Control process

are unchanged between planning and execution with the exception of pilot reports via voice
about the fluid battlespace.

= Orient to support misson execution.
Tasks: Identify, classfy, corrdate, fuse.

Current Method: The tasks of identify, classfy, corrdate, and fuse within the Command
and Control process are unchanged between planning and execution.

= Decide course of action and make, or recommend, adjustments as necessary.

Tasks: Collect observations and gpply to JTF and JFACC objectives. Evaluate course of
action for misson success. Make or request changes as necessary.

Current Method: This process is manud today.

= Act to execute assgned missons.

Tasks: Execute the assgned missons (DCA, CAS, INT, OCA, Strategic Attack, Airlift,
etc.) as planned. Provide threat warning, target updates, and weether updates for these
missions. Request sensor support, re-task assets and sensors, conduct re-targeting, abort
missions as required, and report results to JTF.

Current Method: The AOC can observe the air battle as it unfolds from a large screen
display showing air tracks received and passed from the control centers (AWACS, CRC,
etc.). Ground tracks are displayed on a separate monitor if the downlink is available from
JSTARS. This usudly only covers the DCA and CAS missons, some Airlift, and the
initial stages of the INT, OCA, and Strategic Attack missons. The AOC is unable to
observe and communicate with the beyond line of Sght strike missons without a sensor or
communicetions relay.

The AOC monitors ATO execution (take-offs, landings, and aborts) today
manualy, mainly by voice. Once information is received, the AOC data base can be
updated by the AOC operator. The AOC usudly delegates threat warning responshility to
the control centers (AWACS, CRC, CRE, ABCCC). The AOC receives threat warning
information fused from intelligence sources. If the AOC passes threst warning information
directly to the shooters, it is done via voice and requires beyond line of sght
communications (radio relay). Target updates can be passed from the AOC via digita
communications to the flying units before take-off, but after take-off must be done via
voice using the controlling centers as radio relays [AWACS, ABCCC, CRC, FAC(A),
etc.]. The AOC uses voice to request or re-task sensors, re-task assets, re-target, and abort
missons. When beyond line of sight, the AOC uses radio relays (ABCCC, AWACS,
CRC, CRE, Tankers, FAC, and other shooters) to pass this information.
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Battle damage assessment is passed mainly via digital communications but can aso
be via voice. Report development is manuad and forwarded, usng digital communications,
to the JTF. The control centers provide, to the shooter, threat warning, target assignments,
target changes, target and weather updates, mission aborts, and sensor support requests via
voice. The exception is between Link 16-equipped F-15s and AWACS, which dlows
target assgnment via digital communications. The CRC can assign targets to ar defense
artillery via digitd communications

Mission results are passed via voice from the shooter to the control center and to the
AOC. The WOC provides threat warning and weather updates to returning and/or inbound
arcraft via voice. Additiona mission support, if required, is requested via voice, email,
and/or fax to the AOC. Misson aborts are passed via voice, email, and/or fax to the AOC.
Battle damage assessment is passed dectronicdly via digital communications to the AOC.

. Phase 3—Sustaining. During this phase, the objective is to sustain forces at the level required
to meet the Commander’s objectives.

= Observe resources to sustain the battle.

Tasks: Detect and update.

Current Method: The AOC has no automated capability to detect the Blue Force OB.
Updates to the AOC are received from assigned forces manudly via voice, fax, and email.
Once the information is received from the field, the AOC operator can update the data base,
but only for aircraft, bases, weather, and munitions. At the control centers, this process is
manua today. At the WOC, this process is automated within the wing but not outside the

wing.
= Orient on shortfdls and overages,
Tagks: Identify, classfy, corrdae, and fuse

Current Method: The AOC manualy compiles gatus reports from the units to identify,
classfy, corrdate, and fuse shortfals and coverages. There is an automated method to
track aircraft and munitions, but this method uses manud data insartion techniques. At the
control centers, this process is manud today. Interna to the WOC, this process is
automated but not outsde the wing.

= Decide the course of action.
Tasks: Collect observations and apply to JTF and JFACC objectives. Evaluate and assess
course of action. Make changes as deemed necessary to continue current and projected
operations tempo.

Current Method: This process is manud today,

= Act as necessary to request additional support.
Tasks: Regquest more assets (aircraft, bombs and bullets, fuel, people, communications) or

cancel assets as necessary. Request airlift for assets and/or personnd. Direct movement of
assets within theater.
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Current Method: The AOC requests more assets and cancels assets using automated means
and over the horizon reachback digital communications to the rear area or CONUS. The
AQC directs movement of assets from one area to another via email or message. The AOC
requests additiona airlift support via voice, fax, email, or message to the JTF (strategic lift)
and via digitd communications (theater lift). Today, this process is manud at the control
centers and automated a the WOC.

26 Assessment of the Current Command and Control System

Appendix B contains examples of the methodology used to assess the current command
and control system. During the course of the study, functional and systems architecture models
were reviewed for the AOC, CRC, CRE, ABCCC, AWACS, ASOC, WOC, and JSTARS. An
andyss was conducted on the flow of authority between C2 echelons during Bosnia, Desart
Storm, Haiti, and Korea. An analysis was conducted on the tasks required during DCA, CAS,
INT for mobile targets, and INT for fixed targets, Airlift, OCA, and Strategic Attack missons.
Further assessments were conducted on the current relationships, tasks, and levels of authority
between the C2 and sensors, and C2 and shooters during these missons. Findly, a review of the
planning, execution, and susainment phases of operations, overlaid on the OODA mode, with the
tasks defining how command and control functions was conducted.

During the analyses, the study pands assessed patterns associated with the specific
command and control tasks in a variety of operations and authority relationships. These ranged
from peacekeeping operations in Bosnia and Haiti on one hand to mgor regiond conflicts on the
other. These analyses demondtrated that the fundamentd tasks required for C2 are essentidly the
same over the range of missons, vaiations in authority flow, and phases of conflict discussed
earlier in this section. The Air Force understands how to execute Command and Control and to
date has executed it effectively for dl missons over dl stages of conflict. This was demongtrated
during operation Desart Storm and in Bosnia

The conclusion is that the fundamental sructure of C2 is not broken. However, the
process of C2 could be made more efficient and effective over a broad set of missions by the
application of information technologies which can extend the range of operation and reduce the
latency from observation to execution. Range and speed of communications shortfals exist for
some missons, paticularly those requiring long-range operations againgt time critical targets.
When andyzed agangt missions, the pands found many C2 amilarities between the tasks required
when conducting DCA and INT against mobile targets. The C2 structure was designed to work in
close proximity to forces (friend and fog) for DCA and CAS and was not designed to reach deep
into enemy territory, particularly for time criticl targets.

The Air Force's Core Competencies of Globa Presence, Reach, and Power are outpacing
its C2 systems. Today, the C2 system is piecemeded each time a conflict arises. Capabilities are
strung together in order to give the Commander the best look available, and this is not the most
efficent way to tight a war. When andyzing the OODA modd, it is obvious that manud decison
processes and line of sght communications are inadequate for effective misson execution.

Information technologies, properly applied, can increase C2 efficiency and effectiveness.
The Commander’s ability to observe, orient, decide, and act can be greetly enhanced if the future
C2 systems can:

. provide theater-wide sensor data, fused together for a clearer understanding of the operational
gtudion,

. provide this information to decison support tools to add center of gravity andyss covering
drategic, operationa, and tacticad, including both friend and foe,
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+ provide modding and smulaion cagpebility for execution andyss to “fly the missons ahead of
time”
provide robust communications with over-the-horizon connectivity to extend operations and the
Commander’s control both into and out of the theater and into and out of the codkpit,

be employed with fewer people, less time, and less support tal and arlift, fadliteting rgpid
deployment and operaions

These gods will be used in Chapter 4 to establish a migration srategy that will leed to the
Vidgon of Aerogpace C2 deveoped in Chepter 3.

2-10



Chapter 3
Vision
3.1 Introduction

The Air Force has proven its ability to successfully conduct large scae air operations in
support of ajoint theater campaign, to carry out humanitarian airlift worldwide, and to meet specia
needs such as emergency evacuations of péople in danger. Despite these successes, it is obvious
that the ability of the US to command and control its increasingly scarce resources is not adequate
for many present and future missons. For example, current C2 support systems have not kept
pace with combat capabilities, and airlift operations suffer from a lack of connectivity and an
inability to track cargo. As a result, an intensive effort to improve these C2 systems is necessary.
By teking advantage of the opportunities technology can provide, the Air Force can significantly
change its C2 process on a globa basis. This chapter provides a vison of how an increased
knowledge of the battlespace and a vastly enriched electronic integration of resources can leverage
ar component assets in projecting overwheming land, sea, and air power,

The employment of such er is a necessary but certainly not sufficient capability to serve
the future miIiteFr)y ¥1eeds of the Ugac;\rl its dlies. There are some étri butes of future hostil%es that

do not surrender well to overt power. Precision wegpons directed at very specific targets are fine if
their locations are known and they are not encumbered by untargetable cover. The enemies of the
future will not aways bare themsdves as in Desart Storm but will more likdy meld with their
familiar background, including the innocent, to render the use of large scale power ineffective.
That tendency does not remove the imperative for smal precise wegpons, ether letha or non-
lethd. But opposing and defeating such tactics will demand much more accurate and timely
knowledge than exigts today. The most important asset to use such knowledge effectively is an
integrated, responsive, and ubiquitous C2 system.

The C2 systems of the future, therefore, need to serve the more traditiona functions of
large scae MRC-like operations in which the enemy is identifiable and separable, but they must
a0 serve those less defined and much more difficult types of conflict in which the enemy is not o
obvious. All conflicts tilt victory toward those with preferentia knowled%e and the means to take
advantage of that knowledge. It is the nature of the weapons used and the adaptability and speed
with which they are employed that will spel the difference. Early, rapid, and continuous
neutraization of enemy intent puts great reliance on the gathering and inteligent use of
information. The information revolution emerging in indusry will inevitably reach the bettlespace.

As an adde, in this chapter there is little use of the acronyms normally associated with
command support systems. The Vision is meant to ded with the command and control of
aerogpace power, and as much as possible, the use of the acronym jungle that has surrounded this
topic since World War 11 has been limited. Tight command cycles may require greater functiona
integration, but there is dso a need to discuss the individudity of command separate from the
systems that support command. Command and its functions are often buried under a preference to
discuss technology.

3.2 A Vision for Future Command Support Systems
Global command and control of aerospace forces throughout the spectrum

of military operations by exploiting information to know, predict, and
dominate the battlespace

3-1



The mission associated with executing this vison is to:

Engage aerospace forces lo observe, shape, and affect the battlespace and to
operate these forces in a joint or coalition environment as directed

3.3 Characterigtics and AttributesC2 Sysem of the Future
Given this vison and mission, what are the basic characteristics and attributes that future
C2 sygtems need to have to effectively achieve globad command and control? Much will be based

on an ability to acquire and exploit information congderably better than is currently done. Future
C2 systems should be able to:

work across the full spectrum of military operations-anywhere, anytime,

support all levels of joint and codition command,

gather and create information to enable globd Situation awareness,

leverage use of accurate knowledge of enemy and friendly forces,

enable employment of precison weapons,

enable operations beyond the horizon,

use publicly avalable information and accommodate high media vishility,

afford low forward logigticd footprints with rapid, automatic resupply,

provide a conggtent infrastructure, tailored to individua commanders and types of conflict,

offer the flexibility and redundancy of virtud command centers, logicaly together but
physicdly separated,

facilitate the rapid and evolutionary incorporation of technology,

provide secure virtud subnets for misson-specific, collaborative groups,

provide a common logica database accessible to authorized users,

enhance decisions via automated decision tools exploiting smulation and modeling techniques,

enhance command through observation, knowledge, prediction, and ultimately dominance of
the battlespace.

The above attributes are meant to characterize the C2 support system of the future. While
the technologies exist to deliver essentidly dl of these atributes, bringing them into the operationd
settings of the DoD will teke consderable time. Doing so is dominantly a process issue and
requires that the engineering and acquisition segments of the various Services accept these
attributes as requirements or guiddines for the new systems they choose to either build or buy.
Chapter 5 suggests a process to dlow the Air Force to develop and then enforce the reference
standards that will be needed to assure the highest possible levels of internd and joint

interoperability.
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3.4 C2 Systems of the Future

Figure 3- depicts the dimensons over which command and its support systems must
function. It is an important ad in indicating the wide variability of tomorrow's conflicts. One can
Imagine a region or operating point in this space that characterizes any specific conflict. The use of
this figure is to test the range of utility of any given C2 support sysem. It would be very desirable
that any C2 system of the future be able to operate anywhere or everywhere in this space.
Challenges to that universdity will be the diverse needs of the various types and scales of warfare
and the wide range of computing capacity found across the user dimension that are imposed by
present and legacy systems. The ongoing rapid development of C2 supporting technologies,
however, should work to provide compatibility across a communications and computing
environmen.

USER/WARFIGHTER
NCA ‘
CINC/IFC
Component

Airmen/Soldier/Sailor
[ [ [ Wa-

Transition..ta War

Rising Tensions
Brush Fire
Peace Keep/Make
00TW

TYPE OF WAR LEVEL OF HOSTILITY

Peace

Figure 3-1. Dimensions of Military Operations
(Note: The C2 support system must operate at al points in this space)

Given these dimengons of conflict and a vison for C2 that relies on the globd acquistion
and use of information, the three basic parts of this discussion are:

globa awarenessworldwide awareness, dtuation knowledge, battlespace precision,

. dynamic olannine and execution contral-timely and accurate planning, informed decisons,
managed execution,

rogt” over-the-horizon operations—information collection, resource management, distributed
operations.

Each of these areas is replete with detail that can't be addressed in this report. However,
areas where the gathering and use of accurate information will provide good near-term advantage
will be identified. In other cases, attention will be directed to where such information may be
difficult to obtain.
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34.1 The Operational Aspects of Global Awareness. The pation of the vidon
datement deding with “._.exploiting information to know, predict, and dominate the battiespace” is
accomplished only through an ability to conggently “out-know” your enemy. Awareness is tine
%eObdly and connotes strong vigilance, but the closer to the foca paint of battle, the more. complete
the assessment and Stuation knowledge need to be. Criticdl mobile targets are a illustration
of the detall of information nesded and the difficulty in regponding to thet need. Regrettably, a
“shoot and cover” guerillatype of enemy may have greet advantage over more overt forces in this
][egg]r&j espggdly when the worldwide and omnipresent news media are an integrd part of the
riendy 9

The &hility toPrecisely know and target an enemy more quickly than he can reect will be a
fundamentd atribute tor all future conflicts and thus C2 sydems. From an operationd viewpairt,
global awareness requires that dl information sources give near-red-time and near-perfect
knowledge. The military requirements of individud missons may permit the system to trede
timdiness agang qudity in paticular indances However, the avareness sysem’s product must
contain a (I;reaer aray of information. Mog importantly, the sysem must contain a ground picture
thet is Imilar in nature to the ar picture now maintained for the CRC.  This picture must be
avaladle for dl rdevat military operationd aress with qudity (geo-location, resolution) sufficent
to accomplish the task a hand.

The key is near-red-time, near-perfect knowledge. Near-red-time knowledge means
timd?/ enough to do something militarily sgnificant such as to bring tire on a target while the target
is dtill on an observable or predictable track. Near-perfect knowledge aso means that you know
enough to do something militarily dgnificant. For example, the resolution of sendng systems and
their corresponding location accuracy mugt be at least as good as the precision of the wegpons,
both lethd and non-lethd.

Globd avareness mug dso ensure that rdevant military objects both friendy and enemy,
are quickly determined from redl-time battlespace survellance, rapid Bettle Dameage Assessment
(BDA), and sf-reporting of friendly forces and materia. The objects indude, but are not limited
to:

traditiond fixed and mobile objects on land, ar, sea, and goace,

C2 dructures, communication links and nodes, and computer sysems,
. people,

mohility and logidic platforms, depots, and command centers

Globa avareness jn this context is knowing the precise location, purposes, and readiness
of dl combat and support forces, blue, gray and red. In peacetime, the satus of forces,
trangportation, and material isknown. In watime, a Smilar picture exigs but with tighter
timelines and increased accuracy. For the logistical system, what to send, where to send it, and
where it isin trangt are dl pieces of information thet nead to e known.  The logisical support
sydem should be highly automated, running as a background process thet is ale to sense the need
;oj;;qalaoemmt and replenishment and to digpatch pedificdly what is nesded for continuous

342 The Operational Agpects of Dynamic Planning and Execution Control
A sscond mgor area of future C2 sysems addresses the intdligent use of the rdevant

knowledge acquired in globa awareness to plan and execute missons Fgure 3-2 presents the
cydicd and lineer planning of execution contrdl sysems in place today.
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The type of plans required in the future and the nature of constraints on the planning and
execution cycle will be highly varied. Traditional, slower paced planning functions and methods
will be difficult to leave behind. However, new planning systems must be designed that can
operate in a nonlinear, asynchronous, and interactive manner.
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Even during peacetime, operations must be red-time, continuous, and dynamic. This is
necessary S0 that the gpeed needed in actud hodilities will not seem unnaturd. Some of the mgor
actions involved in dynamic planning involve

inserting gppropriate military objects in the target queue usng:

= JFACC campaign objectives and rules of engagement,

= land, maritime, SOF, and codition inputs,

= westher,

= fader-than-red-time smulations for understanding the impact of decisons,

= prioritized within misson categories,

mobility and logigtics actions that are respongve and automatic such as.

= requirements that arc automaticaly determined during both planning and execution,

= daging and resupply actions that are initiated immediately and tracked by process runs in
the background automatically.

The mobility and logistics pictures change as the target queue is prosecuted. Changes may
be anticipated and actions taken in advance. Adaptive changes will be required, brought about by
BDA or other factors during target queue prosecution.

As the target queue is dynamically built, it is also dynamically executed. The joint actions
necessary to prosecute the target queue are to:

match weapon systems and weapons to each target,

sdect mogt efficient weapon systems matching wegpons to target; mitigate collaterd damage
(these wegpons range from air, space, land, and sea delivered munitions to information

weapons),

organize and dispatch the wegpon (air, space, land, sea, information),
attack in seconds, minutes, hours,

execute in pardld rather than sequentidly (reedy, fire, am),

organize to prosecute the target queue using an Attack Controller (Smilar to the CRC) that can
be located anywhere (air/land/ses, in or out of the theater of operations),

execute authority determined by the rules of engagement (decentrdized as in Desart Storm, or
centralized as in Bosnia),

continuoudy refresh the battlespace picture from sensor information to include red and gray
force activity, BDA, and dynamic re-prioritization of targets.

The dynamic planning and execution cycle is a continuoudy repeeting process of building
the picture, developing the target queue, prosecuting the queue, and updeating the picture.
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34.3 Over-TheHorizon (OTH) Operations. The third area tha the vison cdls for is
over-the-horizon operations. In particular, OTB operations should become routine and diminate
the current dependency on line-of-sight communications. Activities and conditions that will force
reliance on OTB communications and connectivity are:

. remote information collection and sensor control for awareness and planning,

missions that cal for remote, rgpid, and precise force gpplication that is both lethal and non-
lethd as in preemptive drikes and gaining air superiority,

respondve, automatic logisics-anywhere, anytime-to minimize large and vulnerable theater
deployment,

reech back with information, in-trandt vishility, and point of use ddivery,

wegpon system targeting and retargeting while enroute anywhere on the globe.
Successful accomplishment of these OTH activities assumes:

connectivity to al platforms-anywhere, anytime-as a necessary condition,

communications bandwidth gppropriate to the task is available when and where needed,

. flexibility in the location and mobility of command support facilities for protection and
maximum  cgpability,

* Airborne communications relay nodes to make OTH control of sensors and the flow of data
and information a routine matter,

the communications system will react quickly and accurately to help produce the desired
military outcomes in the minimum time,

344 Organizational Implications As in indudry, the movement toward more
information-intensve operaions may tend to flaiten the military organizationd hierarchy. Greater
knowledge a dl levels, coupled with the desirability of responding to opportunity quickly, should
lower the generd “cost” of operations. Thismay be more difficult to realize in the military
because of the inherent risk to life but rapid reaction times will not be conastent with extensve
decison-making hierarchies.

Command centers of the future may have their components in different locations but will be
logicaly tied to each other and to common databases. This notion makes possible the forward
deployment of much smdler command centers. A command element and perhaps a small support
gaff will dways be needed in theater for human interactions with subordinates, commanders, and
laterd land, sea, and SOF forces, as well as codition partners. Much, if not mogt, of the C2 staff
and their work would remain in CONUS, thus sgnificantly lowering the forward footprint of
people and equipment.

At the wing and squadron level the trend will continue to be toward fewer numbers of
wegpon ddivery systems with the same or more mobility and lethdity than before. Precison
delivery of wegpons alows the required force structure to go from tens of thousands of B-17sin
World Wer 11 to a few tens of hundreds of F-16s and F-15Es today. The advent of precision
knowledge and wegpons and their employment by the C2 system of the future will cause another
reduction in force Sze to a few hundred weapon systems.
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3.45 Operational Concept Summary. The expectation of this future C2 sygem is tha it
will function across the spectrum of military operations, require a global awareness and a detailed
knowledge of the battlespace, and use dynamic planning and execution control to fight the war.
The system requires over-the-horizon operations that are as naturd as line-of-sight. All are
necessaxry to achieve this future vison. Given this operationd view of the vison for the C2 sysem
of the future, there now needs to be some discussion of the corresponding support system needed
to effectively implement the vison.

35 A Smple Model to View Command and Its Support Systems

Obvioudy, when operating over various regions in the spectrum of conflict, one would not
like to have to materialy change the C2 support system. Doing so means a greater cost in the time
to adapt equipment and information to each new circumstance and, at the very least, a bigger
traning problem. The interests and functions at the NCA and shooter levels are very different,
just as deep interdiction and peacekeeping arc. One way to accommodate these wide variations
with one system is to modularize it, changing as little as possble consgent with offering the
required functiondlity.

To make a future C2 system as flexible as possble, the sysem will be anayzed in two
major parts. Done correctly, this will dso show the raionship between the functions of
command and the characterigtics of its support sysems. One part would be a flexible set of tools
and information, adapted only where necessary, to the specific conflict or misson in quegtion, and
the other part would be invariant across the spectrum of conflicts. This second part would be a
common, consstent, and ubiquitous infrastructure on which to build and operate a wide range of
tools and provide command-reevant information, irrespective of the mission, time, or location.

All modem C2 support sysems are computer intensive and, if designed well for this
purpose, can be made flexible. The intrindc networking that links them defines an infrastructure
that will be more invariant than its attached components. This invariance will mean tha the same
computing environment can be set up and operated anywhere the infrastructure extends. That is
not to say that al components connected to the infrastructure must be the same but that the
interfaces should be. Given the mobility of military forces, much of that infrastructure will be
radio-based and, depending on the mobile platform being served, will have different information

handling capacities.

Mission and Delegated Objectives

Command

Information Bage Execution Base

Support

System

The Command Cycle tmﬂmms-xpmm\.ppﬁcuﬁorj

Command

Support mputing Environmen

Infrastructure t ﬁ _‘
Global Communications Utilit

Figure 3.4, C2 System Support Model
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Figure 3-4 is intended to provide a Smple means to link the functiondity of command with
the systems that support it. It derives in part from a linear and cydlica representation of command
and partly from the notion that modem computing and information systems are best designed in
modular layers, most of which can be thought of as supplying a service. The horizontd dimenson
in the top two layers represents command functions in terms of the familiar OODA loop that
contains the continuous planning and execution cycle-the one that must be comfortably shorter
than the enemy’s The vertica or layered dimenson garts with a command database conssting
mostly of objects produced by the next lower layer. It is pat information intensve, which
naturaly aigns with the “observe’ and “orient” functions above it; part execution orders which
define increesngly refined target and task-scheduling information; and plans, which logicdly link
the two databases to together. The model has a number of atributes:

Separates command from its sudpporting systems while il linking their functiondity. It
explicitly relates operationd and system architectures.

Provides an invariant part, the infrastructure, and a variable or adaptive part which comprises
the upper three layers.

* The lower the layer, the greater its functiond and developmenta stability, dthough al such
systems are evolving rapidly.

Each layer modularly provides a service to the one above it and is thus transparent to non-
adjacent ones. This has grest, Smplifying implications for replacement and upgrading.

36 Command Support Applications and the Information They Create

This section will use the above mode to direct atention to the characterigtics and attributes
needed to develop each layer. Because the C2 applications programs are the software that supports
the functiondity and provides the information the commander needs, the discusson will begin with
the two mgor areas of functiond emphasis. globad awareness and dynamic planning and
execution. These gpplications are umbrellas that contain a myriad of more detailed functions that
drive the planning and command cycles, For the applications and other supporting layers there
will dso be a ligt of the many technologies thet are criticad to developing the functions performed
by that level. These are shown in Appendix C. These lists are dso annotated as to those that are
military unique and therefore not expected to be developed in the commercia marketplace.

36.1 Global Awareness Application Programs. This section will ded with the
information base that forms the basis for wartime advantage. Two areas will be addressed: the
database that contains the information and the sensors that collect the information. The biggest
chdlenge of the firs area is creating a single, integrated picture of the battlespace. For the second
aren, the chdlg:ge is directing the collection effort, seeking to detect increasingly difficult targets,
and indexing qualifying the data adequately for its current and future use.

One way to help assure that a large number of joint and codition forces are operationally
integrated is to have but one, condgtent Information base. For both protection and operational
convenience, such a resource will be geographicaly digtributed but logicdly integrated. It will
have recently acquired data from the set of worldwide or theater-intensive sensors but will also
contain the ongoing, consolidated pictures based on processed or fused information.

The notion of a single such information source to serve such a wide rum of interests
requires an ability to provide pergpectives or “views’ on the set that are limited to the interests or
authorization of a given requester or “‘viewer.” A commander, an aircraft controller, and a pilot dl
require different views from what is, hopefully, the same information set.
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But to create a single integrated picture of the world that has adequate time and spatia
resolution in regions of military interest, that has appropriately tailored views that depend upon the
role and status of the requester as well as the state of the data, and that can be accessed from
anywhere a anytime with little latency is an extremdy difficult task, even if the component
databases are homogeneous. Although the technicd design is difficult, the methods for
organizing, accessing, and reentering information are much more formidable. Meeting the needs
of disparate sets of users that have a range of priorities and demands will lead to trade-offs and
compromises, What considerations and compromises will be made such that the critica parts of
such a sysem will be available when and where needed? From the systems design Sde,
development programs that monitor and, where necessary, supplement commercia database
deveopments will be crucid. Large, complex information bases that offer thousands of corporate
USers easy access are now appearing in the marketplace. Under the generd title of “intranet
access,” consigtent, web-like interfaces are used that hide a lot of heterogeneity, disparate schema,
and query languages. Mediators and agent-like database-access trandators are aso appearing.

Regarding the sensors themselves, today the US has such a plethora of systems thet it is

impossible to fully use dl the data that is being collected. While that consequence gives some hope
that much of the raw materid for an information-dominant strategy exids, it leaves the more

perdplexi nghguestion of how it gets processed and used rather than just acquired. Technology can
and mugt help in both areas in the form of better control and location of sensors and the means to
ded rapidly and intdligently with the data collected.

The exigence of a globd infrastructure will enable better sensor deployment (higher frame
rate on critica targets) and eventualy make possble the separation of sensors from their manned
platforms of today. This would give much more latitude to their deployment and endurance. The
use of precison weapons requires a corresponding geo-accuracy in current sensing systems.
Every pixel should be thought of as having fire-control quaity resolution and geo-reference.

So, the program characteristics mogt critical to developing this part of the gpplication layer
include, but are not limited to:

remote sensor managemen,

integrated land, sea, and aerospace picture,

views tailored to user needs,

integrated pictures consstent across views,

imagery data geo-registered; “every pixe a coordinate,”

» powerful fuson “engines’ which reconcile/consolidate different sensor inputs and which are
both automatic and interactive,

information dissemination that is provider pushed-as in direct thester or globa broadcasting
with locd information filtering, and user pulled-as in web-like requests,

sensor and sensor platform management programs controllable from anywhere,

an urgency of dissemination component that can bring information directly from sensor to
decison point (including a shooter) to ded with time-critica targets.
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A pictorial view that shows that global awareness actually has a range of sources and
interpretations is shown in Figure 3-5.

Global Awareness:

Dedicated, unique
tracking/recognition systems used
to support national security

Force-Level Picture:

Common theater picture produced
by distributed mixed initiative
tracking/ATR, centralized fusion

Mission-Level Picture:

Provides situation awareness for
the controller managing the
execution of the engagement
Engagement Picture:

Localized, automatic
tracking/ATR/fusion based on fire-
control quality sensors

Figure 3-5. Global Awareness: Various Pictures or Views

3.6.2 Dynamic Planning and Execution Application Programs. To profit from a
superior knowledge of the battlespace requires two critical capabilities: to translate that knowledge
into clear, decisive plans, rapidly arrived at, and to manage the execution of those plans even
though they may be complex and dynamic. Both the complexity of future plans and the rapidity
with which they must be generated and modified mean planning automation is imperative. That
automation will also help address the need for real-time and continuous planning and for the
evaluations that must accompany any planning activity,

To effectively control the vast resources of a complex military campaign (e.g., processing
the target queue) requires that all participants know the present plans and their role in those plans.
That is possible only with machine aids that create tasking orders that are clear and unambiguous
and with rich connectivity that insures that all participants receive and acknowledge their
understanding of them. The success of joint and coalition warfare also requires the extension of
the iommunicatiuns infrastructure to all members. Cooperative engagements will not otherwise
WOrk.

One of the reasons why the planning and execution phases of command have been
integrated here is that for certain important targets the time between awareness and action is
extremely short. The efficient prosecution of mobile and fleeting targets requires continuous
tracking, sensor and shooter cueing, and reliable and immediate communications. The overall
strategy of being able to do more with information than one's adversary comes down to this
capability.




So, some key characteridtics of future planning systems include:

v red-time, interactive, collaborative planning tools to evauate and update courses of action that
include:

= non-linear, reentrant, and asynchronous planning cycles,
= fader than red-time misson planning,
= rgpid rehearsdl usng modding and smuldion,
. hear red-time updates of misson/wegpon profiles and BDA,
. Oynamicdly generated tasking orders,
universal access to required information in the global database,
The employment of the above needs is shown in Figure 3-6 and the accompanying descriptions:

—— raom Farce Level: . .
Giobal Objectives Plan: Based upon feasible target assignment
r A Execution: Re-planning based on campaign assessments
* Mission Level
Bantlespace Plan:  Scheduling platform  for  assgnments  thet  reflect the
Assesgment prosecution of target queues
Dynamic Execution: Real-time aterations of the platform/target assignment
* S| Planning lig to reflect changes IN the forcelevdl plan or conditions a the
Plan | engagement, post-attack BDA for real-time n-engagement
Assesgment
Engagement Level:
Prosecute i
fq_ ok g Warfighter pre-planned. onboard re-plan, real-time BDA
Targets
gl Response Times:
g ] : . . .
(BDA) v A tailorable process tha lends itsdf to astomation with knowledge

databasss using god oriented methods to modd and smulate mission
objectives in fadter than red-time

e

Figure 3-6. Dynamic Planning and Execution Cyde

36.3 General Software Characteristics. Through the continuing evolution of software
design and use, there are characteristics that apply to any and dl application programs developed
for this leve. It will be important to use and apply these characteridtics to dl of the applications to
ensure a commondity of desgn and implementation.  Some examples are:

task-level computing-generaly laying above today’'s norma gpplication programs. Some
may appear as task-executing agents,

heavy use of commercid off-the-shdf (COTS) software, but some military-unique programs
must be defined and developed (see Appendix C),
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+ goplication programs that scde compatibly to the echdon of use, communications
characterigtics, and the Sze of computer on which they are used,

commondity among planning and other C2 programs to reduce their totd number and their
maintenance and training requirements,

. timecritical functiondity derived from software, wherever possble,
tools for training, misson rehearsa, as well as misson execution and outcome.

364 Command Support Database-System Characteristics. The information or
database level houses the preferentid knowledge about enemy and friendly forces as well as the
plans and orders that can give the commander decisive leverage. Its timeiness and accurecy are
fundamenta to the success of the C2 sysem. Entering and withdrawing information from this
database, independent of where the data and user are located, form the basis for the collection, use,
and dissamindion of dl C2 information.

The database will contain a wide variety of materid such as target tracks, in-process video,
continuoudy updated maps, the traditiona “--ints,” trandated speech and documents, smulation
results and predictions, as well as publicly available, open-source reports.  But, in spite of the
latitude of such data and informetion, it is important that the information represents a common
picture to the viewers. Creeting that consstency between views will be the most difficult
undertaking of al, congdering that the summarized and fused information will have to carry some
qudity index. One illustration of how a common picture comes together is shown in Figure 3-7.

e Airborne Fusion
P i
‘ Node

Dynamic integrated {
Situation Representation

|
Resource
Refinement

2 Information Preprocessing
= b Dispatching Refinement

Common Picture @S Fusion Center

cal
Assessment

Siluation
Assessment

Collection
Management

Viultimed
Fusion

Translation, . Multitarg®t
Search, NL Track/AD ATR

PI
e E [ X
Text/Voice Non-Imaging Imaging/Video Maps/Charts Smulators

Collectors Collectors Collectors

Mediators

Figure 3-7. Production and Airborne Use of the Common Picture
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Since dl information is contained in this logical database, great care must be used in its
design to both yield the appropriate information to those authorized and to deny inappropriate
information to those who are not. Part of the protection will come from its not being just one
physica database (and not even necessarily the same database management system) in one
location, but a distributed database located in those places most appropriate for the task and
misson a hand. Some critical characteridtics are outline below.

Digtributed and integrated so as to:

= provide multiple and different views definable by the user, information-retrieval templates,
or software agents,

= egtablish a common time and geo-spatid reference grid,
= use standard data elements and pedigree of objects,
= employ common, platform-independent query languages or web-like overlays,

= be scaeable, consistent, and concurrent.

Dissamination that offers broadcast-like push with loca filtering and sdectivity, and user-
selected pull, manud or automatic.

Database management systems that are single, scaleable, consstent, and concurrent; multi-level

secure and access authorization protected; and consstent with retrieva strategies for imagery

and embedded objects.

Strategies for mode-based exploitation of image features and change detection,
3.6.5 Common Computing Environment—System Characteristics. This levd of the
model is the computing environment, both hardware and software, that is necessary to support
both the database management systems and all of the applications programs needed for global
awareness and dynamic planning and execution, This is the level a which the GCCS or DII
Common Operating Environment specifications and applications would be found. Specificdly,
this level would:

consst of computers, operating systems, middleware, and utilities that:

= are modular with upgradeable/replaceable components,

= are able to automatically scale information to the Sze and computationa power of connected
computers,

= ac interoperable from the use of open and platform-independent software,
= dlow for human-computer interaction with multiple moddities adaptable to tasks and users,

= are location-independent,
have assured avallability of didributed (virtud) assets through:
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= redundant networks and databases with sdf-monitoring and fault-tolerant attributes,
= didributed sysem utilities for remote log-in, tile trander, directory sarvices, compression,

= military-sanctioned security capabilities of embedded encryption, access contral,
authentication, key management, and secure subnet cregtion,

= Software that supports digributed, fault-tolerant tasking across multiple, networked
platforms,

provide human-computer interaction with multiple moddities adgptable to both tasks and usars
(i.e, common dornap‘njst have common look and fed),

use hightlevd, plaformrindependent langueges to smplify the access and trandfer of
information,

employ program and hardware modularity,

develop middleware-basad agents that st up and negoatiate for information needed by many of
the middleware actions,

provide office software utilities such as email! and conferencing for deta, voice, and video
network connections,

provide interoperability thet derives more from open sysems and platform-independent
software than from homogeneous platforms

366 Globa Communications Utility-Sysem Characterigics Communication  is
the linchpin thet halds all resources together.  As the battom layer of the future modd it must
provide a wide range of communications cgpabilities and sarvices across multiple trangmisson
media to achieve totd connectivity. The rgoid and adgptive execution of complex missons will
require over-the-horizon linkages between warfighters and their information and control nodes.
The results will be a communications infregructure in which ali platforms and players are
connected with enough bandwidth to conduct business anywhere, anytime.

A look ingde this globd infogphere would find thet the communication capability will
congg of such things as robugt, multiband, wirdess links to remote tactical nodes for voice and
vaying forms of data, rdays such as satdlites and Uninhabited Aerid Vehides (UAV’s), dgtdly
programmable radios, low cogt antennas, worldwide connection to ar flet usng military and
commercid satdlites point-to-point and globd broadcadt, and lightweight, compeact, low power,
deployable, commerddly produced communications equipment such as routers, switches, and
gaeways. The long haul beckbone will be a mix of fiber optics and satdlites both military and
commedd. The mog naticegble requirements and characteridics arc:

joint and interoperable through:
= |everaging the best commercid practices
= ugng open conventions and Sandards,

=» udng common theater-levd or medium aea nets,
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= usng worldwide commercia fiber optic or satellite backbone with guaranteed performance
and gigabit to terabit capacities,

indant, integrated, scalesble infrastructure providing:
= worldwide connection to mobile platforms usng commercid and military assets,
= qudity-of-service including priority and security,

= didributed collaboration, confercncing utilities,

Satellite or

X UAYV Relay
Pt

~

“gg\\ .

Direct Broadcast

R e e ———  — —am -

GCCS and Commercid Grid

Figure 3-8. Mobile Connectivity to the Global Communication Grid

assured avallability, adequate surge capacity, and high utilization using:
= sysem-wide network management and adaptive routing,
= redundancy and dternate routing at al points of a physicd circuit,

critical, military-unique equipment and software that may not be commercidly available, such
as:

= arcraft antennae for over-the-horizon connectivity; satellite systems with anti-jam

capability,

= trandators to non-standard systems such as for codition forces,
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= digitaly controlled multi-band transcelvers for dynamic network topology and link
capacity,

. DoD-accredited, secure virtud (location-independent) subnets,

. adaptive, link-level antenna nulling and other jam-resistance that trades off capacity for
protection,

system-wide network management with monitoring, testing, load baancing, priority for
network diagnostics, preemption, and fault detection, isolation, and recovery.

3.6.7 System Characteristics Summary. By using this modd, it has been shown that each
layer builds upon the next to enable the execution of the future C2 vison. While each layer can be
discussed in isolation, they must dl work together for a tota system solution of C2. The summary
of each layer is depicted in Figure 3-9.

Command and Underlying Decision Process
-af—-——  * Described by C2 operational concept

Command Support System Architecture
o + Common logical database
Information Base Execution + standardized data
Oummand Database * Incation independent
<+ Command support applications

Com nd Support Applications + Sofrware tailared to mission and levels of command
ffp———— - Common compuling environment
= Provides common Look and feel
Standardized across platforms

t Comguﬁg Environment
bﬂbﬂ Communications Utility j ~gf———=— » Common communications infrastructure
« Enables global access anywhere, anytime

Figure 3-9. Sysem Characterisics Summary

Characteridtics of the C2 system for the future can be summarized in the following statements:
+ Supports dl levels of military operations, anywhere, anytime.

« Provides globd, force, misson, and engagement levels of awareness with views gppropriate to
each.

» Has increased accuracy and availability of information-a near-perfect knowledge of the
battlefield, able to be disseminated in red time.

+ Enables dynamic planning and execution from observation through retargeting with the ability
to change plans in red time, including time-criticd targets.

» Provides a consstent and ubiquitous connecting infrastructure upon which any C2 capability
can be rapidly congtructed, including a logicdl, integrated database thet is accessible worldwide
and a conggtent computing environment that permits renewd.

+ Has arobug, interoperable connectivity both localy and beyond the horizon.
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Has lower cost of operations and development-greater automation, continued progress
toward commercia standards and hardware, increased adoption of the best commercia practice
in software,

Has tightened joint/agency/codition relationships for operations and development-heavy
involvement in joint/agency information systems projects and heavy paticipation in the ACTD
Process.

Focuses on core competencies-representing the Services contribution to the overal pool of
nationd C2 systems.

There are a number of questions and issues relaing to the C2 system as discussed. To
mention just a few: How does one solve the need to reconcile an extremely large database that has
disparate sources, heterogeneous components, and mixes of time-critica and archiva data? How
does the database get managed to include the collection resources that serve as mgjor inputs?
Where does fuson best take place, given its importance to cycle time, bandwidth, and location of
collectors and users? Do there need to be consstency checks against complex plans or tasking
orders, across both vertical and horizontd counterparts? Is there a useful distinction to be made
between “plans” and “orders?” Who or what defines the one geo-reference system? Will there be
amilitary “intranet” and is it a physicaly separate and digtinct network? Who guarantees quality-
of-service in a heterogeneous net (some commercid, some military), incduding availability? How
do the extremely difficult detection and tracking requirements of guerrilla and terrorist-like
activities get served by a suite of sensor systems and other intelligence?

These questions and issues, along with numerous others, can and need to be addressed
through the development and migration of systems and products through Advanced Concept

Technal Demondrations, epecidly for those items that will not be commercidly developed.
Some of the more pressing actions that are first steps in reaching the C2 system of the future are;

* Deveoping an open tactical network that connects aircraft over long distances via satellite and

UAV relay to surface C2 networks. Key technologies are low cost pointing antennas, software
radios, and intemet protocols for mobile airborne users.

» Deveoping automated planning tools that support a nonlinear, asynchronous, repid style of air
operations.

* Devedoping the software aides that permit end users (commanders, controllers, aircrews) to
effectively access and use network-based information and collaboration.

+ Improving sensor frame rate, geo-accuracy, and resolution. Evolve toward fire-control quaity
for offboard sensors.

» Deveoping an integrated fuson architecture consstent across every layer of command
(commander, controller, cockpit).

» Deveoping the agorithms that support automatic fuson and automeatic target recognition.

+ Devedoping an integrated C2 architecture that is open to Joint users, permitting cooperative
planning and cooperative engagements across a spectrum of missons.

The proposed migration srategy is discussed in Chapter 4 where the focus is on actual
systems, products, and technologies that need to change and develop it the €2 future vison isto
be reached by 2025.
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Chapter 4
Migration Strategy
4.1 Introduction

This chapter establishes a migration strategy to evolve current aerogpace C2 systems to
meet the objectives and god's presented on the Vision of Aerospace C2 for the 21st Century
described in Chapter 3.

The primary chdlenge was to examine the current C2 configuration in the light of criteria
that characterize the Vison. The resulting shortfdls are addressed based on available mitigating
technologies, affordability, and misson impact.

This discusson proposes a migration path and provides some specific first steps to begin
that migration. Individual programs and systems were examined with the intention of providing
gpecific recommendations on what new activities need to start, what ongoing activities should be
stopped, and what programs should be modified.

Program adjustments were considered from the very near term-as early as December
1996through 2000, with some placeholders through 2025. The study panes avoided specific
cost and detailed schedule predictions, leaving these exercises to program development activities.

Six specific Advanced Concept Technology Demondtrations (ACTDs) are proposed as
modest investments that could reduce programmatic risk by demondrating emerging technologies
in the context of the operational concepts by which they would be employed.

In the approach to the problem, a consigtent, pervasive issue was found that deserved
gpecid mention. This was the very complex problem of bringing sensor-derived data from
National and tacticd systems into geospatialy digned and fused data. Furthermore, the underlying
theme of the report was placed in the context of the OODA decision process described previoudy.

4.2 Assumptions and Assessments

421 Assumptions. A st of assumptions that will guide this migration drategy has been
established based on the assessment of future military operations and their impact on aerospace C2
systems in Chapter 1. These assumptions are summarized below.

The Air Force will continue to evolve into a CONUS-based power projection force and will not
have a large forward-deployed presence in any of the areas where force may be used.

The Air Force will gtrive to reduce its in-theater support footprint. Any functions that do not
have to be performed in theater will be done at dternate locations, either a the AOC or in
regiona operations centers or CONUS locations This split operationd theme will be highly
dependent on long-haul communications featuring increesingly higher information transfer
rates.

A nationd concern of minimizing risk to human life will be a factor in future operations. This
will continue to be a mgor issue for palitica, nationd, and public support, extending from
peacekeeping and Operations Other Than War (OOTW) to fighting a Mgor Regiond Conflict
(MRC). Strategies reducing or diminating the risk to human beings include demondrations
and follow-on programs to remote many of the functions of “back-end” crews on airborne
platforms to ground stations outside the AOR and the extensve use of Unmanned Aerid



Vehicles (UAVs). These initiatives will aso develop the necessary operationd concepts that
dlow future migration of sensors and surveillance systems to UAV and space platforms.

The conventiond threat environment will continue to increase, and rapidly developing,
commercidly available technologies will have the potentid of “leveling the playing fidd’ in
many criticd, information misson areas. Enemies and undigned actors may wdl have C2
capabilities comparable or more advanced than those of dlied forces. In some cases, traditiond
factors of surprise that keep an adversary off-baance may be completely mitigated by
technically advanced news gathering agencies and targeted commercid reconnaissance

systems.

Weagpons of mass destruction (WMD) will continue to proliferate. The need for accurate and
timely knowledge of weapons technology, targeting tactics, and containment of WMD will be a
battlefiddd priority.

The defense budget will continue to decline and very little money will be avalable for new-dart
programs. New programs will have to be funded by cancding or downgzing exiging
programs.

Space operaions will remain expensve. The Air Force should expect continued though
modest growth in space gpplications. Despite continua increases in space technology and
proliferated commercia space investment, the focus through 2025 will remain on
improvements to Stuaiond awareness and communications. For example, despite the:
technical feashility of space-based radar surveillance systems for imaging and moving target
tracking, the technology and investment for such a sysem makes short term fidding unlikely.
Near term drategy will be to exploit existing cgpabilities to the maximum, augmenting space-
based systems with UAV platforms where appropriate to increase capacity and relieve coverage
shortfals, and where in-theater assets may be preferable, for intrabattlespace sensing and
communications.

ACTDs will offer excdlent opportunities as logicd first steps to begin movement toward the
Vidon. They will reduce technology risk while developing complementary operationa
concepts. Funding can come from both the operationa and development communities. The
rapid turn-over of information technology life-cycles is suited to the rapid development pace of
an ACTD with dternative discovery as an objective.

4.2.2 Operational Needs Assessment. The following tasks were found most operationaly
relevant regarding supporting technologies. The assessments were established by the processes
discussed in Chapter 2.

Enable red-time stuationa awareness and targeting by theater-wide sensor data, fused together
for a clearer understanding of tbe operationa situation. Ensure data form, pedigree, storage,

and access from which users can create consstent, corrdlated and integrated, collaborative
“pictures’ of their domain-specific misson objectives and threats.

Egtablish the means to provide this information into decison support tools to add center of
?ravity andyds covering drategic, operationd, and tacticad actions, including both friend and
oe.

Deveop moddling and smulation capaility for execution andyss to “fly the missons ahead of
time”

Enable robust communications with over-the-horizon connectivity to open up (()Joerations by
extending the Commander’s control both into and out of the theater, and into and out of the
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cockpit. Increase operationd flexibility, force survivability, and dynamic retasking beyond
current line of gght limits

Fadlitate sysem employment with minimum footprint.

4.3 Approach to the Problem

4.3.1 OODA Process Model. The migration plan is basdined to a functiona gpproach by
relating each objective to the OODA Process Model.

Observe. Obsarvation is accomplished by sensors, surveillance systems, and intelligence
community products as wel as by systems that characterize dispodtion of friendly and other
forces. The root problem of “observaion” lies in getting the information from the sensors into
the decison systems and wegpons platforms-a the right time and in the right format. While
Air Force executive guidance directs the movement of these observing functions to space, this
?oal appears long term and cogtly at the present. Size and weight reductions in the deployed
orce gructure (frequently referred to as “footprint”) and advancement of long-life, radiation-
hardened, high capacity power systems for future space-based sensors and surveillance
systems (such as space-based radar) are priorities for science and technology (S&T)
Investment.

Current observations systems include: Airborne Warning and Control System (AWACYS),
Joint Surveillance Target Attack Radar System (JSTARS), U-2, Rivet Joint, Nationd systems,
on-board sensors, Space-Based Infrared System (SBIRYS), environmenta sensor/data systems
such as Globa Wesgther Centrd (GWC), Defense Meteorologica Satellite Program (DM SP),
Polar Orbiting Environmentd System (POES), and ground-based tactical air control system
Modular Control Element (MCE) TPS-75 radar. The number and types of scnsors were found
to be aufficient, dthough improved sensors will be required where camouflage, concealment,
and deception techniques are being applied. What is missng is a robust communications and
information management cgpability that can tie diverse and geographicaly separated sensor
platforms to appropriate C2 nodes and to deliver this comprehensive battlespace picture to
operationd and planning eements at dl echeons in the ground, maritime, ar, and space
domains.

Orient. Orienting includes corrdlation, fusion, filtering, tailoring, and display to provide
Stuaiond awareness. To meet the various information context needs of decison dements at
many levels of command, adaptive and tallorable views of a common, coherent, consstent data
sructure (picture) are required. Current Orienting Systems includes JFACC Situationd
Awareness System (JSAS)-like sysems, Battlefidld Stuation Display (BSD), Air Force
Misson Support System (AFMSS), Contingency Theater Automated Planning System
(CTAPS), Combat Intelligence System (CI1S), and Globad Command and Control System
(GCCS). Sydems for orientation are dso imbedded within multi-role C2 platforms such as
AWACS, Airborne Command and Control Center (ABCCC), and JSTARS. These multi-
misson platforms contain elements of sensor {observe), fuson (orient), decison ads (decide),
and force direction/execution monitoring (act).

Decide. Deciding includes course of action development, formulation of rules of engagement,
samulation of outcomes and misson rehearsd, knowledge of the adversary and friendly/neutra
capabilities and intentions, and target recognition capabilities, Human decison assstance
agorithms could facilitate improvement in this process. For example, smulaions of
dternative courses of action which play through the anticipated enemy force reaction and
engagement or battle outcomes would be useful in sdecting among courses of action or
mitigating course of action shortcomings, Current Decison Support Tools include JSASHike
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systems induding BSD, Joint Maitime Command Information System (JMCIS), AFMSS,
CTAPS, CIS, and GCCS. Multi-role platforms such as AWACS, MCE, ABCCC, ad
JSTARS ds0 feature decison support systems to aid controllers and surveillance technicians in

accomplishing ther tasks.

Act. Acting includes the activities of monitoring and adjugting in near-red-time misson
execution. Acting includes effective fire control and attack assessment to the engagement
element (flight/wegpon platform), the misson control function, and the force leve execution
monitoring activity. Current act sysems include Theater Deployed Communications (TDC),
Link 16, multi-role platforms such as ABCCC, AWACS, MCE, and JSTARS.

To a large extent, connectivity among these platforms employs predominantly voice-based
communications systems. Accelerated migration towards data link communications is a
primary means of achieving digtributed Stuationa awareness while providing weapons
direction. In addition, there were some supporting connectivity tools/programs which did not
directly support or were only partidly exploited within the “Act” portion of the OODA loop
today, but which were necessary for misson support. These included: MILSATCOM,
COMSAT, TDC, Link 16, Common Data Link (CDL), Globa Broadcast Service (GBS), Base
Information Infrastructure (BLL), and Integrated Broadcast Service (IBS)/Tactical and Related
Applications (TRAP)/Tactical Information Broadcast Service (TIBS)/Constant Source (CS).

Most of these systems support data distribution. While MILSATCOM systems can and
should be gpplied to the operationa communications problem and are being effectively gpplied
within the Specid Operations community, shortfdls in compaible avionics and in avalable
capacity have deterred further exploitation of these capabilities. This shortfal is addressed
within the overal migration strategy with a long term recommendation for the USAF to better
integrate both UHF and survivable EHF communications into its globa reach platforms.

4.3.2 Sensor Database Development. A mgor issue is making sense of the huge quantity
of data thet is needed to establish the information bases and battlespace awareness that drive the
computational and display systems of the current C2 architecture. Additiond concerns involve
how the information is obtained from disparate systems, in ther different formats, for different
mission gpplications, and how dl this is done in a timely manner, Specific data input issues
examined induded the following:

Information Update/Revist Rates. How quickly does the wartighter need updated
information? Does the update rate need to change as the misson progresses? Current systems
do not provide updates fast enough (or the competition for and tasking of these systems may
not ensure timely information) to meet the operationd requirements, particularly BDA
requirements.

Fusion. Effective fuson reduces or diminates ambiguity, improves geospatid accuracy, and
provides control over the detail, context, and scope of battlespace awareness. For example, a
fuson systerm must determine if two tracks are actudly the same target and associate those
tracks with combat identification data, resulting in the ability to identify friendly, hodtile, and
neutra actors within the battlespace. Furthermore, fuson should provide control over display
soope/context/level of detall appropriate for the specific mission. This is the &bility to talor and
focus information to specific purpose a a specific time. An important requirement of effective
fuson is a conggtent geospatia, time, and atribute system.

Sensor Range and Dwell Time of the C2 and Shooter Elements. Key issues include the
following questions. Does the sensor spend enough time over the target to gather al the

necessary information? Does the “tether” to the ground gation limit the sensor’s flexibility in
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extending the operationad commander’s reach? Does the C2 platform provide an adequate view
into the battlespace? Can the shooters obtain data from the C2 platform?

. Taedt Identification. Identification Friend or Foe (IFF), and Combat Identification (ID).
These capabilities aid in dassfying objects within the battlespace by cooperatively and non-
cooperatively identifying force dements as friendly, non-digned, adversary, or unknown.

. Maitime. Ground. Air. and Space Order of Battle (OB). This congsts of an integrated,
common, coherent, consistent data (picture) of the battlespace as well as historica and future
projected aternative pictures that are updated near-red-time to show how the OB is evolving.

44 Migration Plan

4.4.1 Migration Plan Tenets. Based on operationa needs, five basic tenets were found
most relevant to improving functiond performance within the OODA congruct. These were used
to guide the migration plan development. These tenets are:

. developing robust and flexible OTH/beyond line of sight (BLOS) communications
connectivity,

improving and expanding data and data link use to include exploiting commercid service via
military to commercid sarvice gateways,

improving sensor data avallability, computing, and information fusion,

» decreasing the decison cyde time and increasing the decision cycle qudity a dl leves of
command,

reducing the number of in-theater personnd and their deployment operations tempo.

4.4.2 Migration Strategy. The migration drategy combines the tenants into four generd
enhancement categories divided as follows

. Communication/Connectivity,

. Decison Support Todls,

. Logidics, Susanment, and Mohility,
Airborne and Space-Based Operations.

4.4.2.1 Communications/Connectivity

Over the years, Air Force communications systems have not kept pace with weapon alstem
and sensor technologies. Extengve investment in space communications in the form of a wide
aray of military sadlite communications (MILSATCOM) has neither been integrated to support
exiging combat forces nor been postured for evolutionary incorporation into future platforms or
force Sructure. Today’s communications capabilities have built upon legacy equipment and, in
many cases, World War |1 operating concepts. Where equipment has been modernized, it has heen
more to automate manua processes rather than to sgnificantly improve functiond warfighting

capabilities.

At the same time, commercia sector technologies have advanced severd generaions,
moving from analog voice to digita voice and from 45 word per minute telegraphy and teletype to
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high speed imaging and facamile. Data rates have evolved from tens of characters per minute to
billions of characters per second as transport mechanisms evolved from copper wire lines to wide-
band radio, satellite, and fiber optic-based communications systems. Despite these advances, Air
Force air operations within this regime were dominated by ultra high frequency (UHF) andog air-
to-ground-to-air (AGA) links. While HAVE QUICK has provided improved robustness by
digitizing and gpplying dectronic counter-counter measure (ECCM) techniques to tactical voice
operations, the UHF AGA sarvices remained a short-range voice communication link with limited
functiond advantages over Korean War vintage communications sysems. In fact, the use of UHF
frequencies for communications provided onIK modest reduction in interference and little additiona
functiondity over the HF radios of WWTI while decreasing range to fine of sght.

Air-to-ground operations are dangeroudy precarious. Air-to-ground operations use
unprotected voice radios usng very high frequency (VHF) and frequency modulation (FM) radio
links. Army and Marine forces have a Smilar capability to HAVE QUICK functiondity in their
VHF frequency spectrum, the single channel ground-to-air radio system (SINCGARS). Although
it provides ECCM protection, communications security, and limited data transmission cgpaility,
few Air Force arcraft are equipped to interoperate with ground forces. Furthermore, the regtrictive
channdization and clear/secure/ECCM modes of these UHF and VHF radio systems produce a
complex operating environment with abundant collaterd interference and a resulting high potentia
for amgor breakdown in C2.

* Recommendation—Digital Daa Link. The Air Force should move away from the heavy
reliance on voice communications, especidly to the cockpit, and move to more capable, linked
data systems such as Link 16.

= Link 16 compatible termind equipment that will inter-network C2, sensor, survelllance,
and wegpons platforms and provide near-term interoperability among the Navy, Marines,
and USAF.

= Avallability of a ubiquitous, digita utility linking platform in the beattlespace offers the
add_i;[:ié)nal_ po;femid for tapping and sharing the rich variety of on-board sensor systems in
tactical arrcraft.

= The ability to track aimospheric pressure and temperature across the battlespace aone offers
the potentid for much greater understanding of westher phenomenology.

= The back link, redistribution, and collaborative sharing of radar warning recever (RWR),
radar, Forward Looking Infrared Radar (FLIR), gun camera, and eectronic warfare (EW)
sensors can provide additiona eyes and ears in the battlespace that can add heretofore
unexploited detall and ad in every facet of battle planning and execution, from tactical
routing to battle damage assessment.

= Avallability of back link connectivity would afford use of spectroscopy and other
hyperspectral sensing for shoot-look-shoot red-time BDA.

= The Air Force should adopt a formd requirement for back-linked information from al ar
plaforms (including the F-22).

Steps. Link 16 fielding should be accelerated.

= The entire fleet of Air Force arcraft should he made data link cgpable-including
trainers, UAVs, and helicopters.
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= Combat and combat sucf)port latforms should be equipped within the next 6 years.
This objective would diminish the pilot’'s workload and task saturation potentia and

improve misson functiondity.

= Operationa concepts dong with human interface designs should be developed that
improve interaction among control element (AWACS, ABCCC, JSTARS, AOC,
ASOC, TALC) functions and weapons ddivery platforms (bombers, fighters, airlift).

— This fidding should dso facilitate an operational concept evolution that would engble
certain sats of data to be passed directly to individual wegpons for employment.

= This plan requires increased investment for Link 16 on aircraft and ground-based
platforms/centerg/stations by FY 99 and a concerted effort to “productize™
SPEAKEASY technology into an affordable Link 16-capable system.

Additiond Steps TIBS/Tactical and Related Applications (TRAP) capability should
be employed on dl arborne command, control, and communication (C3) platforms.
Recent JCS endorsement of this plan in the FY96 Air Force AWACS budget should be
addressed to ensure dl AWACS and JSTARS aircraft are equipped with this capability.

Recommendation-Interonerability  Standards. At the same time, it is not likely thet Link 16 is
the long term answer to red-time data communications needs. A prudent investment drategy
could exploit the exidting interoperability standards while laying the foundetion for future
advances that will diminate some of Link 16's capacity and network generation shortfdls while
providing a capability to extend survivable, sedthy au-to-an data links via UAV and space
communicetions relay.

= In the long run. the data-link needs will outgrow the capabilities of Link 16, and thus a
requirement exists for an Air Operations Data Link-an advanced, adaptive data waveform
that would be capable of passing large quantities of battlespace awareness information and
would support automatic network establishment with sdf-heding response to falures and
changes in network membership.

= The advanced data link would support functions for exchanging misson planning
information among long range gtrike forces and strategic mobility operations as well as
support red-time wegpons guidance, directly from “off-board” sensors across the
traditional seams in military operaions (air, ground, nava, and space).

= Link 16 network topology is limited by “dog collars’ and node “choke points’ whose
capacity may be exceeded by operational demands even before the sysem can be fully
fidlded. Moving into the world of data links should not be delayed by any further
postponement of Link 16 fielding. But at the same time, work on a more capable

waveform should begin immediaidy.

Recommendation-Platform Avionics Beyond immediate Link 16 deployment, exploding,
dynamic information technologies demand a flexible, long-term investment drategy in plaform
avionics. There are many dternative futures for cockpit communications, and the current
technicd architecture, which employs unique communications and navigation avionics to mest
spedific requirements, seems ill advised, especidly given the avalability of flexible
communicaions and computing products that can emulate legacy communications links while
providing opportunity for smooth migration to new communications methods and network
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topologies. Cockpit communications gridlock and competition for space, power, cooling, and
data bus resources is near a hand, in those few cases where it has not aready been reached.

=» Ongoing efforts include fidding Globa Pogtioning Sysem (GPS) receivers, as wdl as
GPS adjuncts for improved precison for area and termind navigation (e.g., wide area and
termind  differentid GPS).

= Combat identification sysems ranging from Postion Location Reporting Sysem (PLRS)
and Enhanced PLRS (EPLRS) to follow-on [FF and Combat ID will require additiona
avionics packages.

= Furthermore, cooperaive postion reporting for civil air navigation will further complicate
the communications picture.

Recommanddtien—fieldramfable Waveformsa n d and contr ol
communications requirements was examined, as well as the underpinning functiond
connectivity needs. Mogt of today’s sysems are “stovepipes’ that facilitate system-specific
information, including unique data congdructs, communications nodes and applications
environments, Moreover, misson-specific sovepipes cross the radio frequency spectrum with
a bewildering vaiety of waveforms. UHF AM A/G/A, HAVE QUICK, VHF FM,
SINCGARS, Integrated Data Modem (IDM), Ingtrument Landing System (ILS), GPS,
JTIDS/Link 16, Link 11, Link 22, TADIXSB, OTCIXS, High Frequency Single Sde Band
(HF SSB), Mode C/S, Combat Identification (CID), IFF, Radar Warning Receiver (RWR),
Situational Awareness Data Link (SADL), EPLRS, TIBS/TRAP/IBS, GBS and commercid
systems. The Air Force needs an adaptive, affordable approach that will facilitate an “degant”
evolution to new misson needs (frequencies and waveforms) while providing a backward
compdtibility with legacy and codition systems.

= Programmable waveform communications processing technology will become essentid to
arborne platform invesment drategy.

= This demondrated technology is extensble into communications links, including Link 16,
Milgar. and commercia-based and personal communications systems (Iridium, Orbcom,
Globddar. Teledesic).

= Technology afforded by the programmable waveform devices should fecilitete a “graceful”
migration to more capable, follow-on data waveforms while providing interface flexibility
to legacy and codition systems,

= Once on this course, the full exploitation of the technology requires advancement and
invesment in improved antenna technology.

= Specific areas of invedtigation include communications techniques that complement gedlth
technology and afford extended range, two-way communications with stedthy platforms.

= The long-range plan should include economic production of wideband, conformal antenna
aray sysems with nulling for ECCM and narrow beam-widths for LPD/L.PI.

= The MILSTAR waveform is one of many candidates for this stedlthy gpplication, providing
both ECCM and LPYLPD features in a proven communications package.
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Recommendation—Extend Globa Connectivity. One concept that appeared exceptiondly
atractive to examining the programmable waveform technology in the context of an operationd

system was to marry the SPEAKEASY program with a communications-like UAV.

= The god would be to extend the Air Force's globa connectivity while providing a logicd,
risk reducing “first step” toward more robust space operations.

= Operational concepts developed for UAV operations could then be extended to space at an
affordable pace.

= The SPEAKEASY program technologies should be incorporated in other misson aress

= Highly lucrative uses include Link 16 waveform adaptation and cross-domain operations
(air-to-surface operations).

= The SPEAKEASY payload on a Tier 24+ UAV orhiting 65,000 feet in the battlespace would
provide a rapidly taskable, reconfigurable communications utility to VHF, UHF, Link 16,
and MILSATCOM relay-a pseudosatdllite that hovers anyplace in the battesphere.

Reeommendatiors—iCammerciad Gommumicatiogsa t i ons sy stems will
have a sgnificant impact on future military operations. Programs designed to leverage military
use of these emerging sysems should begin immediatdly.

= At a minimum, “gateways’ into Iridium, Globa Star, and Teledesic programs should be
procured, license agreements should be negotiated, and cooperative technology
development undertaken in areas of complementary military needs.

= Aress of potentid military S&T include information security, exploitation of sgnds, and
high bandwidth capabilities. In particular, the potentid to host smdl, low power military
packages on proliferated, networked commercia hosts offers the opportunity for near term,
low cogt, improvement in tacticad communications.

=» As opportunities to hogt this programmable waveform technology on networked, low
dtitude (450-1000 NM) satellites (Teledesic, Iridium, etc.) arise, they should be carefully
investigated.

= Sll, the UAV communications node provides surge and the continued availability of a
recoverable test platform for advanced concept demonstration and developmental test before
the leap to space.

= Commercid and civil space gpplications will impact military navigation operations. GPS-
based Air Traffic Control and Landing System (ATCALS) (using international standards)
and the FAA’s Future Air Navigation System (FANS) will affect day-to-day operations.
Hodtile operations will exploit and may deny these systems. Reliable, precise navigation
remans a mandatory dement of dl military operations, but the Globd Pogtioning System
redefines precison, making it available to friendly and enemy forces for very modest
investment.

= Active programs such as the ongoing NAVWAR ACTD that pursue this assured capability
are needed.

4-9



= B[?/ond the ACID. however, the Air Force must implement an enduring navigation
infrastructure that satisfies a]l precison navigation needs.

= A UAV-based pseudo-GPS system should be investigated, both as a way of assuring
geospatial information to dlied forces, and as a means of denying it to any opposition
force.

= Moreover, the USAF should increase invesment in exploiting GPS for navigation rather
than dtuationad awareness purposes. As the commercid and private sector leverage the
GPS signd to free their operations from reliance on fixed air routes, the USAF must adapt
smilar peacetime operaing capabilities. The USAF has been dow to avail itsdf of this
tool, despite an infragtructure investment in space navigation that exceeds 10 billion dollars.

. Steps. Direct Broadcagt Satellite (DBS) is the latest commercid satellite system
avallable to provide very high speed data broadcasts to small, inexpensive receive only
satellite terminds that can be proliferated to any information consumer. The DoD
adaptation of DBS is the Globa Broadcast Service (GBS). The USAF has been
appointed lead service for development and fielding of a GBS for the DoD.

= The Air Force should step out and ensure this broad perspective capability is provided
to its ground-based and airborne information centers.

= The sysem, through one smal antenna, provides information distribution directly to
application software.

. Recommendation-Intra-Battlesnace  Communications.  Communications within the theater of
operations need more focused attention. A mom robust intra-theater communications capability
should address Joint as well as USAF needs, with the USAF as the “provider” of the
capability. The objectives of this program should be to “uncomplicate” the existing patchwork
communications nodes, free MILSATCOM channels, extend more capable communications to
ground eements, and increase the range of air-to-air and air-to-ground communications. The
Air Force mugt “break me tether” from its present UHF line-of-sight systems.

= A communications relay UAV (as discussed earlier) would provide a viable first step.
Operationd flexibility of this platform would be obtained by using a programmeble digita
radio. This affords the opportunity to task and configure the platform for specific misson
requirements and operational employment phases.

= The Air Force should examine a mix of high dtitude long endurance UAV platforms (Tier
2+4/3-) as it investigates operationd concepts of the communications program.  Both UAV
platforms provide a long haul link via commercid satdlites, providing intercontinental
range extenson for reachback from line-of-sight communications links.

= The sedthy characterigtics of a Dark Star (Tier 3-) could leverage stedth operations of deep
drike B-2, F-l 17, and cruise missle operaions while smultaneoudy providing on-orbit
reserve, complementing the Globad Hawk (Tier 2+) misson profile

= The UAV payload can be tied to a controller for communications control, tasking, and

inter-networking as well as providing fixed ground entry point services for dtrategic
reachback.
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= This communications relay con?t evolves smoothly into space-based platforms. As
technology dlows, the UAV platform and communications payload should be upgraded to
provide for Milstar equivalent ECCM robustness on the long haul link.

= Furthermore, Milsar MDR augmentatlon would provide additiona cgpacity within the
theater to support missions ranging from Army MSE extenson to LPI communications for
amal unit operations.

= The flexible and extensble nature of the programmable waveform radio technology that
forms the foundation for UAV communications could support both upgrade and advanced
technology demondrations of new waveforms, network methodologies, and information
savicesboth militaay and commercid.

= Specific atention should be paid to devisng methods for dl sedth platforms to operate
with data waveforms such as Link 16 and the follow-on Air Operations Data Link.

= Milstar capabilities should be revisted to determine and utilize the unique cryptographic
links readily available to the Air Force. Milgar dready has sgnificant Air Force investment
and, with minima additiond investment, will provide sgnificant and secure
communications connectivity. Milgar is well suited to the USAF's needs for sedthy
communications to match its reduced radar cross-section platforms.

Recommendation-Inter-Theater Communications. Operational capabilities enabled by
improved inter-theater communications could be redized in the near term by working to achieve
a reduced deployed “footprint” and combat support “tail.” The Air Force should continue to
explore the concept of reachback in areas such as base-level support, theater logigtics, Air
Operaions Center activities, and intelligence support functions.

Steps. Inter-theater objectives should include providing more long haul
communicaions capacity and rdiability.

= Tacticd ar bases and deployed operationa units should exploit commercia satellite
communications and terrestrial wide-band services to the extent feasible to ensure needs
for increased Capacity are met.

= MILSATCOM should not be used unless MILSATCOM-unique characteristics such as
US military control or ECCM are absolutely essential for mission success.

= If MILSATCOM users have access to commercialy leased services, their links should
be migrated to these services so that military-controlled bandwidth can be made
available for tactica users who may not have ready access to commercid, long haul
communications services. There arc many other users that need MILSATCOM access,
and there is not enough bandwidth to meet operationa needs.

= Where coverage is available, Ku and eventudly Kaband COMSAT capacity can be
leased. It could provide the backbone services that would enable split Air Operations
Center and Wing Operations Center operations between theater and CONUS sites.

= Sydems like the Theater Deployable Communications Light Weight, Multi-band
Sadlite Termind can be exploited to provide wide bandwidth communications.
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= Where COMSATSs may not be available, pseudo-satellites can be created on UAV
platforms to provide BLOS links to commercid terrestrid wide-band service points,
whether submarine cable, satdlite, or land based. These pseudosatellites can use both
Ka band “bent-pipe’ technologies for high bandwidth and low power over narrow
beams and Milsar EHF waveforms for robuss ECCM performance.

=» The Air Force concept of operations for employing DBS/GBS technologies for “reach-
forward” from fixed operating bases into the tactica arena needs to mature,

= The requirement to refresh and distribute Stuationd awareness data, maintain
synchronization of large databases, and provide threat broadcasts is well suited to the
one-way nature of DBS and GBS technologies.

= The recognized ar, ground, maritime, and space picture should be made available on a
continuous bass via broadcast systems.

= Careful cost andyss should baance the desre to proliferate GBS data via terredtrid
sysems. GBS receive terminas should be deployed to the point of use, coupled tightly
to the information consuming gppliance to avoid the need for massve information
repogitories and high capacity terrestria networks within the battlespace.

= These mgor information repositories are best maintained in the rear where the
information owners can keep them updated and rebroadcast updates on demand.

Theommendation—DAMA mercial wide-band and personal
communications services to the battlespace will provide additiond capecity thet will stisfy

growing needs. However, a the same time, proliferation of communications media and
methods further complicates the picture for communications management. To be sure, each
technology brings its own unique set of characterigtics that affect service qudity and
performance. For example, the Joint Staff directed UHF Demand Assigned Multiple Access
(DAMA) waveform adds absolute communications delay for every bit transmitted, delays that
may reduce efficiency of data communications beyond operaiond relevance and cause voice
sarvice impacts. To mitigate this concern, systems must properly account for and design
around DAMA’s physcd limitations. Satdlite Communications DAMA (SATCOMDAMA)
has been established as the Do) SATCOM standard. SATCOMDAMA provides extended
OTH capability and ingtantaneous globa awareness to Battlespace Commanders and dternate
Iolgfrtions However, the Air Force has not yet embraced this key capability on its premiere C3
platforms.

. SIC ps

= Increased investments in SATCOM DAMA to provide sadlite connectivity to all Joint
warfighting forces immediadly.

= The Air Force should be leading the way, snce AWACS, JSTARS, Rivet Joint, J-2s
and UAVs provide the initid OTH capability.

Recommendation—Network Architecture. Geosynchronous satellites aso impart delays (on
the order of 250 milliseconds), and multiple hops to geosynchronous satdllites encountered as

individud links are tandemed across a communications infrastructure further increase the delay.
This dday problem is merdly annoying for voice communications beyond a single hop to
geosynchronous. However, the ddlay problem can bring a data network to a grinding halt,

k]
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despite very low eror rates and extremdy high link capacities. The “Globd Grid” or
“Infosphere” problem has other dimensons as well. Different networking schemes demand
different link performance. Andog voice is quite tolerant of poor circuit performance. The
humen brain does a good job of interpolating between drop outs, relying on the built-in
redundancy of human language.

However, as voice is digitized and compressed, the quality of the link becomes an
important factor. Furthermore, as this circuit is encrypted and multiplexed with other circuits,
such factors as bit count integrity become absolutely essential. Fiber optic communications
links provide high capacity, extremdy low bit error rate communications, where satdlite links
provide high capacity but power budget-limited bit error rates. Asynchronous Transmisson
Mode networking strategies work very well on fiber optic links but have great difficulty
working over modestly performing (say 10" BER) space based systems, due to a lack of
embedded forward error correction.

Beyond the myriad of technicd issues surrounding the management and exploitation of a
multimedia communications network are a variety of vulnerabilities that range from interdiction
and denid to interception, exploitation, and deception. Each link medium has associated
vulnerability dimensions and attendant physical (and logical) space over which the
vulnerabilities can be exploited. Furthermore, the composite networks reaction to surge and
processes through which low priority taskings are deferred or capacity requirements off-loaded
have yet to be strategized.

» Steps. A cohesive and thorough study should be started to define how to generate a
comprehengive globa communications grid, how it should be managed, what basic
interface and service leves it should offer, and how it can be architected to take
advantage of its diverse strengths while mitigating its complex and, in some cases,
interactive vulnerabilities. An extended blue force vs. red force exercise, under varying
communications loads, with military, commercid carrier, and government contractor
participation is recommended as a first step toward a better understanding of the issues
surrounding the “globa grid.”

4.4.2.2 Decison Support. As discussed in Chapter 2, the innovative and hard working
people in the Air Force have overcome the limitations of present C2 systems and have
accomplished their tasked missons exceedingly well. However, the C2 decison support tools
must serve future commanders better. First, a few important innovations and process
improvements deserve specia note. Recent Decision Support improvements have enhanced the Air
Component Commander’s ability to exercise responshility and delegate authority. The JFACC
Situaion Awareness System (JSAS) and the JFACC Planning Tool (JPT) are examples of
Stuation awareness and ar planning improvements at the Air Component level in Bosnia Target
development, iterated “live’ between the AOC and the executing units, as well as “virtud” area
orientations and individua pilot misson rehearsds, were innovative ar power firds as seen in the
Bosnia operations. The technology that facilitated these new capabilities was a Defense Mapping
Agency-sponsored commercia product-PowerScene. Furthermore, the Air Force has begun a
commendable policy of consolidating C2 acquistion under a sSingle program management
authority. This is a good start; however, the Air Force must continue to scek ways to improve the
process in how it obtains and fidds its C2 technology.

The mgor problem areas addressed in this section of the report fdl into the following broad
categories. Firs are operationd deficiencies, duplications and inefficiencies, including “competing
software architectures, applications, and research,” and poor coupling between operationa
concepts and technology development. Second is poor data integration, including technica
incompatibilities and disconnects, neglected codition operationa implications, as well as security,
reliability, and pedigree needs. Third is lack of vison, advocacy, and leadership, including
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insufficient resources and funding, ineffective interaction with the commercid market, and absence
of an Air Force advocate. Each will be addressed below.

Operationd Deficiencies. Duplications. and Inefficencies. Connectivity is missng and
information is not formaited for use. Deficiencies are obvious &t dl levels of command-Force,
Misson, and Engagement-and most notably flawed in execution operations while duplications
abound. The Air Force has fielded and is fielding numerous ground-based systems for orientation
and decison support. These include: CTAPS, CIS, Wing Command and Control System
(WCCS), Command and Control Information Processing System (C2IPS), Consolidated Aeria
Port System (CAPS), AFMSS, Tacticd Interim CAMS/REMIS Reporting System
(TICCARS)/Core Automated Management System (CAMS)/ Rdiability and Maintainability
Information System (REMIS), Modular Control Element (MCE), Global Decison Support System
(GDSS), Strategic Warfare Planning System (SWPS), Cheyenne Mountain/AOC/Regional
Operations Control Center (ROCC)/Sector Operations Control Center (SOCC), Contingency
Airborne Reconnaissance System (CARS), and UAV ground dations, as well as the large number
of “joint,” other Service, and codition sysems that work dongsde this collection.  As areault,
the sheer volume of sysems complicates any cohesve sysem-of-systems misson integration and
leads to an unwidldy, unresponsive bureaucracy. Numerous overlapping developments carry a
high “opportunity” cost, especidly in times of reduced funding. Furthermore, each of these
sysgems exigs on various government-developed, individud operating environments, each with its
own “gandards’ and funding stream.

The incentive to “interoperate’ and develop a “total system” that is better than the sum of
the individua parts is missing. No incentive exists to optimize the information/deta flow among
the system components. “Fat-fingering” (or deta re-entry) abounds. In addition, many of the
functions performed by these sysems are duplicates of themsdves. Severd scheduling dgorithms
exig in various modules within many systems. Mapping and other “sarvices’ are different
developments in each. Even basic oreadsheet functions are implemented time and again. An
example of this duplication deds with AFMSS and SWPS. Both have smilar missons with
different weapons systems, however, the tools available within these misson planning sysems
have different functionality despite the needs for close choreography among the various actors in

the battlespace.

Inefficiencies in technology agpplication stem from poor coupling between operationa
concepts and technology development. The technology approach adopted to date has “automated”
present inefficient, manpower-intensive operations and has thus seen margind, if any,
improvement in ether time taken to perform a task or quaity improvements in the effort. Further
inefficiencies are found in the way the Air Force laboratories compete for various application
projects. The panel members believe that the laboratory’s time and money could be much more
effectively used by improving the Air Force's leedership role in the commercia standards
development process and providing skilled acquisition guidance to AF programs.

Poor Data Integration. The SAB found a lack of verticd integration in dl information
sysemsthere arc “tire wals’ among systems supporting the various levels of organization
through which information can not be passed seamlesdy.  Despite the goparent logic of tight
information coupling among decison support systems, no program to do o was evident. Data
from top-level decision support systems such as GCCS and AOC-levd systems [CTAPS and
eventualy Theater Battle Management Core Systems (TBMCS)] consst of text messages, which in
most cases have to be re-entered into mission-level systems (AFMSS).  Linkages to and from the
shooter platforms/weapons to decison support systems at dl levels are predominantly “voice
only.” As an example, operationd units could accomplish more effective misson planning if an
integrated system brought together battlespace awareness information. Information could be fused
from systems such as the BSD, JSAS, and CIS with misson tasking information from TBMCS
for mission planning sysems (AFMSS) for just such an improved capability. The information
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capabilities required for “dynamic ar tasking” must support automatic mission routing, Stuation
awareness building, “arborne misson fly-through/rehearsal,” target refinement, and ultimete
weagpon guidance and updating from the cockpit. Attack assessment (the feedback mechaniam) is
especidly lacking. BDA is gpproached primarily as a “force level” activity and as an extenson of
the “intelligence system” (through collection assets and mission reports). The present system has
latencies that make it usdless for dynamic planning and precision attack. Despite the critical need
for comprehensive assessment support (especidly for the coming generation of al-wegther,
precison munitions), no systematic gpproach to attack assessment exists. Figure 4-1 presents a
description of the current attack assessment system.

Planning Execution

Objective-related,

effects-based Force Context to ta:gct changcs .
to meet operational objectives
< hours
Dynamic .
H HE OTH Radios
Retasking Mission .
< minutes data and voice

Shoot-look-shoot

Reattack
<seconds

On- and off-board seeker head guidance

constant update of target to weapon
(CEC is the only off-hoard activity doing this today)

Engagement

Figure 4-1. Attack Assessment System Description

Standards arc part of the complete answer. Codlition operaions and requirements to
interface with numerous commercid and developing systems means that smply mandating
gandards will not by itsdf fully solve this problem. However, certain core data elements could be
standardized along with associated data models, and US C2 systems could be integrated both
verticaly and horizontally much more effectively than a present. Work in self-describing data
elements, system tolerance of incomplete data, incorporation of fuzzy information, and software
data agents and “cyber cops’ is necessary.

. Recommenddtions The Air Force's primary “tool-set” for grovidin commanders  Orientation
and Decision Support at the Air Operations Center is the TBMCS. The TBMCS package is a
second-generation collection of the firg-generation automation tools amagamated under the
CTAPS banner plus the Combat Intelligence System (CIS) and the Wing Command and
Control System (WCCS). The objective of TBMCS is to collect the various pieces of
“functional” code, clean it up, modularize it, and place it within a modem, object-oriented
architecture that is GCCS compliant. Restructuring the code to match more effectively with re-
engineered operationa concepts has not received emphasis. Only cycle time reductions of the
present processes are stated objectives of the program.

= Although not as ambitious as the Vison this report proposes, TBMCS is technicaly more

advanced than any other Service program. It should capitdize on this position by 1)
inviting the Navy and Marine Corps into the development, 2) embracing DISA’s GCCS
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Common Operating Environment with an offer to extend it to an object oriented system,
and 3) partnering smartly with functiona activities developed by other Services.

= All AF C2 programs should he placed in the same Program office and under the same
acquigtion authority.

= All wespon systems and weapons programs should fence ific program dollars for C2
integgﬁg)n t%(S to be 9(65.8?5% b)f) t%% C2 acquistion ajt?w%er[i:ty. T%S(gs of this C2 program
would include 1) “backlinking” al shooter platforms to C2 nodes, 2) data interoperaility,
and 3) engagement control gpplications (attack assessment, retasking/targeting, auto-
routing) development.

= As data becomes a factor in the missioncritica task (such as guiding wegpons from off-
board sensors and key “shoot-look-shoot” precision platform operations), this data will
require the redundancy of a “fly-by-wire’ flight contral.

= Rdiability, mantability, and survivability needs must be taken serioudy-programs must
be structured properly and off-the-shelf equipment purchased accordingly.

= Discovery is an essentid eement of the C2 development process, specificdly, the process
should invedigate emerging technologies. Today, this would include increesingly internet-
like systems with browsers and viewers, developed on an object oriented system and
enabled with JAVA agents, Two years ago, none of these eements existed. For a C2
system to maintain relevance and to some degree be “future proof,” it must have an
adaptive capability to absorb and leverage the unknown. The Air Force should engage in
an iterative process of C2 systems discovery and devel opment.

= Thgdolmned C2 Battle Lab should be actively engaged to develop an ACTD-like a;oproach,
moaeled after the “JFACC After Next” ACTD proposed in the following section of this
chapter.

= Specificaly, a memorandum of understanding between ACC and DARPA could be
expanded to include operational concept development, exploration of split-AGC and
“reachback” concept as well as lead to potentidly more effective operations, especidly in
prosecuting “short dwell targets,” the present focus of the work.

= Attention will be needed to harmonize the DARPA effort with the TBMCS program. Some
of the gpplications and services presently envisoned by the DARPA work overlap with
planned improvements in TBMCS. Also, the object oriented architecture of the DARPA-
sponsored GCCS Leading Edge Services (LES) are duplicative and are not coordinated
with the GCCS program office, despite the adoption of the GCCS name.

4423 Logigics, Sugainment, and Mobility. While this discusson has focused on the
maingream C2 mission, it is clear that misson execution is inextricably tied to the logigtic, combeat

sugport, and Globa Reach mobility resources. Furthermore, it is imperative thet the command
and control regime include those consderations for synchronizing the support infrastructure with

the overdl| bettle planning and execution cycle.

Despite the philosophically appeding congtruct that there are no fundamenta barriers to

applying a unified C2 doctrine and support system across a broad range of functiona misson areas
(e.g., operations, personnel, maintenance, supply, finance, civil engineering), the Air Force is not
on a path toward that vison. There are many reasons, most historica, for this state of affairs, By
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and large, the early gpplications of communications and data automation techniques were
developed for inventory tracking, accounting, and engineering caculation. Application of
automation was limited by available technology. Within the congtraints of what could be done, as
seen by managers charged with misson accomplishment, an episodic target of opportunity, rather
than systematic gpproach to automation, was the naturd schema. Automation enabled scaling of
such things as inventory control and therefore became a critical technology. The track record for
migration of these individuad systems to an enterprise support environment is a best muddled.
Despite clear-cut advantages to both vertica (e.g., highest to lowest echelon of the organization)
and horizonta (eg., cross functiona) integration, a satisfactory harmonizing architecture has not
been adopted.

. Rbesmmiendatiendical need for immediate and deliberate actions toward a
angle information processng (with underlying communications) architecture for information
systems for both command and control and combat support direction.

= Increase the effectiveness of reduced force structures by minimizing shooter “turn around
time’ by carefully orchestrating repair and replenishment activities.

= Base support actions, managed by systems such as AF GCCS (formerly BLSM) and IMS,
should be tightly integrated with the tasking systems of the air operation (TBMCS).

= The Defense Information Infrastructure (DII) defines a Common Operaing Environment
(COE) that should be leveraged to achieve the god of a defense-wide network for
information sharing, collaboraive planning, synchronized combat execution, and efficient
sustanment.

= At the same time, the SAB strongly recommends that the DII COE evolve towards an object
oriented software environment that can provide the basis for technicd migration of legacy
sysems cagpability into a sngle future architecture.

= The need to link processes among the traditiondly “stovepiped’ automation users and
goplications quickly subsumes the impact and turbulence of immediate migration.

= Moreover, there is a need to extract the critical information elements that current automation
systems operate againg-the main effort should be to standardize the essentia/critical
information. Many data eements (especidly codition and legacy system data) will never
be “standardized.”

= Better means of “understanding” and incorporating disparate data to relevant decison
systems need to be developed. This includes means of sdf-describing data and the use of
fuzzy data so that common perspectives of the battlespace and combat support can be
established.

4.4.2.4 Airborne and Space-Based Operations.

4.4.2.4.1 Airborne Operations. Manned airborne platforms place humans at risk, are
expendve to maintain, and are more costly to upgrade. Removing personne from these platforms
will free up platform space for enhanced sensing operations. The platforms considered include

ABCCC, AWACS, JSTARS, and Rivet Joint. Some of these platforms can be retired dmost
immediatdy and some within the next five to ten years. On the other hand, delays in implementing

decisons do not necessarily reduce the effectiveness of the recommendations, dthough these
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delays may decrease the potentid cost savings or incur additiona sunken costs which will not be
recovered.

Recommendation-Retire ABCCC. The SAB recommends an ACTD to demonstrate that
ABCCC functiondity can be accomplished by a UAV-rdayed communications link to a C2
platform on the ground. Initidly, this can be done usng the ABCCC module & a ground
dation. The follow-on system could be built into a ground station or in a modular fashion to
dlow the functions to be performed a the AOC/CRC/ROCC/SOCC. After executing a
successful ACTD, the Air Force would no longer require ABCCC.

* Steps.

= The first step would be to trangtion from arborne ABCCC capsule to ground base
ABCCC capaule linked to a UAV communications relay.

=» The naturd progresson would then be to accomplish the communications relay via a
sadlite

= In padld with the migration from manned to unmanned platform for the
communications relay, the location of the C2 eement itsdf must be consdered. As
mentioned above, the first logica step is to use the existing ABCCC C2 capaule a a
ground location, linked back through the UAV relay via COMSAT relay.

= The next trangtion is from the physicaly constrained ABCCC capsule to a regiona C2
cdl in the Air Operations Center.

= The find dep is to migrate to a split AOC operation. This extends the C2/C3 range and
alows the commander to direct, react, and coordinate.

= Future scenarios could include a virtual Combined Air Operations Center (CAOC) a a
fixed location. This cdl would provide red-time beddown for fast-breaking operations
and dlow the Joint Forces Commander and the Airborne Component Command to
determine whether and to what extent to move C2 activities forward into an area of
responghility.

= The reaults from the ACTD would be sufficient evidence to terminate the ABCCC
upgrades and eventudly the entire program,

Recommenddtion-Ret Rivet Joint RC-135. The RC-135/RJ and Combat Sent platforms
collect and exploit unique communications intelligence (COMINT) and dectronic intelligence
(ELINT) and provide the informetion to the warfighters. Current remoting technology alows
the back-end crew to be Stuated at a ground station in CONUS, a a Regiond SIGINT
Operations Center, or in the area of respongbility where crew members can tune the receivers
and andyzelexploit the collected information prior to forwarding the informetion to the
warfighters. This entire process can be done via UAV and space technology/satellite relay.

. Steps.

= Remote the back-end crew to a ground station. Doing so would alow an expansion of

the sensor suite on the airframe or, usng miniaturization, migration of the sensor suite
to a UAV.
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= The next step would be to trangtion some sensors to space. This includes threet data as
well as other types of information, such as meteorologica data.

= The Rivet Joint ACTD will demongtrate that the capabilities can be done as well or
better at a ground station with remoted capabilities.

= Usng the ACTD reaults, terminate the Rivet Joint program

= |t isanticipated that the retirement of the Rivet Joint fleet can be done over an eight-year
period, with the COBRA BALL aircraft the last to be retired. This retirement schedule

should be based upon retiring three aircraft per year.

= The SAB therefore recommends that recent authorizations and appropriation for
procurement of two additional Rivet Joint aircraft be transferred to support the
acquistion of Link 16 equipment for ground stations mentioned above and upgrade of
other ground- and air-based platforms.

= The SAB dso recommends the funding requested for new CFM-56 engines for the
Rivet Joint aircraft be transferred to the AWACS line to dlow afaster engine retrofit of
that flet.

Recommendation-JSTARS. ~ Using the same arguments, it is easy to see that the JISTARS
functiondity can be migrated as well.

* Steps.

= Remote the back-end crew to a ground gtation. This would enable ether an expansion

of the sensor on the airframe or, using miniaurization, a trangtion of the sensor to a
UAV.

= A naturd migration scenario would be to trandition the sensor to space.

Recommendation AWACS. After migrating away from manned ABCCC, Rivet Joint, and
JSTARS platforms, AWACS is the next logica candidate for remoting the back-end
operations. Other things to consder: back-end crew to ground? [remote radar video—
LOSBeyond LOS (BLOS)], sensor upgrades?; C3 to UAV or space?, sensor to UAV (bi-
static radar)?; sensor to space?

*  Steps.
= Remote the crew to a ground dation. This would alow expansion of the sensor suite

on the AWACS platform, particularly for improved performance against low
observable (LO) air targets.

= Continue to sudy the feaghility of providing an improved sensor sysem on an
unmanned platform and in space.

The sensors for monitoring and tracking

Recommendation-JSTARS and AWACS Sensors -
dationary and moving ground targets require much less power-gperture than those for ar

breathing targets. This determination was based upon speed, maneuver, and LO technology
requirements as gpplied to the ground and air.
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. Steps.

= Although JSTARS is the newest arborne platform, it is technologically feasible to
transfer the sensor capabilities and voice communications to UAVs while crew
members can be off-loaded to the Ah Operations Center, Control and Reporting Center
or Element, or the Regiona Operations Control Center or Sector Center positions back
in the United States.

= Pans should be made to move as much of the JISTARS misson to space before 2025.
AWACS has a plan to uff~luad crewmembers in the 2005 timeframe. In addition, an
AWACS follow-on system is anticipated in approximately 2025. Of course,
technology should be revisited based upon budget congtraints and evauation of space-
based and LJAV technologies.

=» The employment of UAVs as an interim step to space for the ISTARS mission is
logicd. This step could serve as a cost mitigation effort and operational concept
development opportunity that could provide detailed understanding of how to
effectively employ the multi-faceted, multi-phenomenology perspective possble from
gpace agang the variety of missons possble.

= In addition to the above, sensor radar technology development for the JSTARS mission
must be addressed at the laboratory level. Evaluation of current technology shows little
work being done in sensor upgrades. S& T funds should be earmarked immediately to
advance this key capability to meet future needs and aid in moving this capaility to
space.

4.4.2.4.2 Space-Based Platforms. The current sensors cannot be migrated to space;
however, with technology developments on sensor upgrades, the SAB bdieves that the sze of the
sensor can be decreased while upgrading the capabilities. A logicad progresson for the smdler,
improved sensors would be to deploy them to space. The timeframe for this would not be within
thenext 10to 15 years. Previous sensor studies have documented the technica and financid
chdlenges of the move from air breathing platforms to space-based wide area surveillance
architectures. The validity of these sudies is not questioned for the case of traditional, monostatic
surveillance radars. There are severa technology areas such as space power generation and
storage and radiation hardened electronics and power systems that drive the practicality of space-
basad survelllance sysems. The chalenge of long lived, high power, low earth orbiting systems
IS beyond current technology and affordability.

. Recommendation. The SAB encourages prudent investment in these key technologies such
that the necessary capabilities will be in place to compare space options with air breathing
JSTARS and AWACS dlternatives. The public sector’s ah traffic control systems appear to be
postured to embrace cooperative postion reporting (e.g.; cooperative survelllance) as a
replacement for air surveillance radars. This poses a potentia air defense problem in that the
magority of air defense surveillance radar data is generated by the Joint Surveillance System. In
the event the civil sector dects to abandon this surveillance mission, the need to fiedd an air
defense surveillance system againg those enemies who may not cooperatively identify
themsalves might well tip the balance of economics in favor of a space-based radar surveillance
system in advance of a follow-on AWACS decison. This potentid need underscores the
importance of technology investment towards an eventua space-based, worldwide, wide area,
al westher survelllance capability.

4.4.3 Advanced Concept Technology Demonstrations (ACTDs). The Air Force
should establish and/or support the following ACTDs. These ACTDs act as risk reduction first
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steps toward longer term, programmatic changes and ultimately achieving the C2 vison. Each of
the ACTDs will require a moderate capital investment.

SPEAKEASY ACTD. Exploit the software programmable waveform technology developed in
the Joint-sponsored (Air Force, Army, DARPA) SPEAKEASY program to develop an ACTD
that explores both ground-based and airborne operationa concepts while smultaneoudy
reducing risk for full-scade production. Begin a concerted antenna technology program to fully
exploit, in the later stages of the ACTD, the full spectrum opened by the programmeable
technology. Explore the operational concepts of using an integrated communications capability
in ground, airborne, and man-pack systems.

= The first gpplication of this technology should be in ground-based systems. The
operationd objective is to increase the mohility and flexibility of the ground TACS system,
while reducing risk for its gpplication in arborne sysems. The program should continue
Link 16 development and begin flight certification and integration testing for arborne use-
both at an accelerated pace.

= The second phase is the potentia high payoff part of the program. This phase of the
program should support concept development on airborne systems-both manned and
unmanned. Data link concepts on manned arcraft should be explored using Air Nationd
Guard F-16 test assets, in both air-to-air and air-to-surface operations using the
programmable capability to cut across disparate data systems of Army, Navy, Marine, and
Air Force sysems. The UAV portion of this phase should develop a communications

load for the Operations Information Support ACTD, with the objective of extending

Information support capabilities across a theater battlespace and extending the globa
connectivity of Air Force long-range drike operations. This portion of the ACTD would
demondtrate in a “fly before you buy” sense the concepts and systems capabilities required
to make many of the large-scae trangtions.

= The third phase of this program should exploit EW, IFF, EIFF, navigation, commercia
(RF/SATCOM), and other waveforms. This phase should continue development of the
computational and “in the box” networking capabilities of the technology to meet advanced
operational concepts with potentia injection into the Integrated Modular Avionics (IMA)
program. Example waveforms adong with proposed functiondity objectives are listed

below:

Waveform Operational Obiective

UHF AM Minimum functiondity for degp

Have Quick strike demonstrations and

UHFDAMA Globd Hawk communications

Link 16 payload

VHF FM Desrable for CAS and
Army/Marine ground support

SINCGARS Mid-term growth for increased

Milstar MDR robustness, Milgtar

CDL augmentation and sensor
support

Globa Hawk ACTD. The Globd Hawk ACTD examines cross-domain operationa concepts
between air, space, and surface operations and extends the globa connectivity of Air Force
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asdts Usang technology from the Tier 2+, Globd Hawk program, and SPEAKEASY
Progranmdjle waveform ACTD, it will explore operationd uses of adgptive communications
inks between remoted C2 sensors and shooters operating within the bettlespace. 1t will dso
supplement exiding, overtasked MILSATCOM assdts by providing an intrathester, pseudo-
sadlite capahility. Furthermore this ACTD s a risk reduction gpproach to potentid
programmetic in the ABCCC and other arrborne operaions. In this phaese, the ACTD
will remote the ABCCC command capsule and radio rday functions in an atempt to provide a
more scaegble ABCCC operation as wel as more robug, survivable m-theeter
communications In addition to the waveforms developed under the SPEAKEASY ACTD, this
program will exploit Mildar and SCDL (Survellance and Contral Data Link) surviveble
waveforms

ACC“After Next” ACTD. The JFACC After Next ACTD (presently funded by DARPA a
over $100M) should be embraced and expanded to complement the Air Force' s Thester Batle

Management Core Sysems (TBMCS) program.

= Objectives Of this program should 1) advance the operationd conoepts invalving
“ Rjea:hba:k supporting and reducing theeter-deployed “footprint,” 2) enhance decison
support toals that endble dynamic force control redlocation+both in projecting the
battlespace decison environment to executing battlefiddd forces, and 3) integrate moddling
and gmulaion todls (to indude software code interoperability and reuse) to fadlitate
operdiond decison meking, misson rehearsd, and training, as wdl as invesment

Support.

= Key technicd dements of this ACTD would be to fadlitate TBMCS migration to a robust
GCCS common operating environment and to develop data and track corrdations to
provide a conagent information “backplane”

= Essentid adtivities of this ACTD would be to establish alead point of contact for the work.

= Provide Air Force R&D and operaions and maintenance (O&M) money to complement the
DARPA funds in fusng TBMCS and JFACC eforts as one

= Program acquistion dollars to “catch” the technologies Activdy engage the JSIMS ad
NASM modding p&rgiedsand DMSO to produce aModular Reconfigurable C2 Interface
(MRCI) and to edtablish a process to share software code development methodol ogies and
reuse.

Glabd Daa ACTD There are many, many sensors collecting deta on various aspects of the
battlespace, induding AWACS, JISTARS, RJ, U-2, Nationd sysems, on-board sensors, and
environmentd sysems Udng robust connectivity, dl the information should be sored in a
globd data warehouse. Currently, information is “sove-piped’ in many ways, collected for a
cartain user, processad, and forwarded to the user. Any Ieftover pieces of informetion are
discarded. In the global deta warehouss, the information would be catalogued and avallable to
dl users, induding corrdaors modding and amulaion goplications, goplettes, and others
The globd data warehouse does nat necessarily have to be cantrdly located; it may he
dectronicdly co-located. The Globd Data ACTD would

= condder a sngle, logicd “data basg’-an information condruct or a “one Sop shop”-that
recaves, gores, and makes accessble al data collected by the many sensors

= endble the “common feed” gpplications programs that generate a persondized view of
senors, misson plans, target folders, and support activities.
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= maintain linkage to Nationd sysems data The ACTD would span the levels of control
from force and misson to the engagement.

= develop common data modds for “critical” shared information; adeptive, self-defining data
schema for incorporating future and legacy data; data “agents’ and “‘cyber cops’ to ensure
data pedigree. The ACTD would include data models and data dictionaries, logistics and
sugtainability, and sensor data.

= |everage the Battlefidd Awareness Data Dissemination (BADD) ACTD networking and
computing architecture, be compliant with the GCCS/Leading Edge Services (LES)
common operating environment, and fully exploit the Defense Information Infrastructure
and distribution pipes like DISN, GBS, MILSATCOM, and thester communications
networks.

Rermtaleidt Back-End” ACTD. Remote the “mission tube” of a large platform.

= Using current technology, remote dl the “*back end” functions of Rivet Joint to a Regiond
Signas Intelligence (SIGINT) Operations Center.

= Objective would be a risk reduction activity for developing the Globa Hawk SIGINT
misson and eventud migration to space.

= This ACTD would preserve the selected (and possibly upgraded-longer misson time and
payload) Rivet Joint for the more focused collection missons.

=% Using a CDL-lie data link, the ACTD would remote both the operator positions and the
data they collect to a ground station.

= ';rgégﬁ/ebdwind capability would be a Rivet Joint that is more operationdly flexible and
e

= This ACTD would provide the logicd tacticd SIGINT collection misson progresson from
manned platforms to UAVs and space.

= Thiswould be the proof of concept for remote manning of other large, multi-role C2
platforms and would reduce the cost of other Service programs such as the EP-3.

rategiasACTDthe path towards a global
grid of communlcatlons providing seamless connections among every batlespace actor is
extremdy complex. The communications systems of sysems includes a vaiety of media
ranging from radio communications in the ELF, VLF, LF, HF, VHF, UHF, SHF, and EHF
spectrum to copper and optical communications. A wide verle(?/ of techniques are used to
impart information on these carriers. Each spectrd segment and modulation technique has
atendant bandwidth, interference, and disruption mechanisms that manifest themsdves in a
wide range of performance characteristics. In generd, bandwidth can be traded for low bit
eror rate or high avalability or equipment smplicity. Moreover, different kinds of
information systems require different levels of peformance from ther communications links.
Anadog voice, for example, is highly tolerant of errors and interference, while certan digita
techniques become ineffective at high bit error rates. Operating environments limit ETJDHCEbIth
of some technologies. Submarines operating below periscope depth have extremdy limited
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communicaions capabilities since water impedes the propagetion of dl but the longest (eg.;
ELF) and shortest (eg.; highly energetic particles such as neutrinos) wavelengths of energy.

= This goal of this ACTD is a befter understanding of how to exploit the wide variety of
communications cgpabilities avallable in the battlespace, as well as to avoid or mitigate an
enemy’s ability to exploit shortfdls.

= The concept is a continuing blue team and red team exercise, the purpose of which isto
assess how to route and aternatively route data over a variety of communications media—
how to plan restoral operations and networking schemes, how to shed users or reduce their
use during stress periods. and how to build the necessary plans and responses to attack for
graceful degradation of communications services and rapid restord.

= A team of government specidists, commercia carriers, and contract advisors will exercise,
then improve, a multi-media network, developing a long-term drategy for the globa grid.

= The widest range of communications services, both government and commercia, should be
made available for this exploration. Forward error correction, network management
hierarchy, data protocols, technical control, performance surveillance, quick reaction, and
load shedding should al be consderations for this “build a little, test a little” ACTD.

4.5 Conclusion

To address the Vidon of the future, the Air Force should focus migration plans with the

following concepts in mind:

Put peonle at the point of interaction with the information. not on platforms. The Air Force
should have no personnd on survellance, SEAD, and reconnaissance platforms and should
reduce presence on strike and air defense systems by 2025.

Inves in a robust communications infrasructure. These invesments should include the
transport medium, termind equipment, and the protocols and waveforms thet ride on them.
Prudent use of UAV and space systems (military and commercid) would include working
operational concepts in parald with the technologies being developed.

Dives piecemeal avionics systems The Ah Force should procure multi-cgpable, integrated
systems. These systems include avionics for UAV and space payload operations. A JAST-
like program office should be considered for integrated avionics architecture and devel opment.

Integrate data and reduce denendencv on voice-based svstems. Divest “message’ and reduce
dependency on voice-based systems. Move to integrated data systems.

Develop decison support software and simulator& Develop mission tailorable and adaptive
decison support software and smulations.

Reduce workload and fecilitate knowledge. Invest in eegant human interfaces that reduce
workload and fecilitate knowledge building.

[nfluence sandards in a nartnershio with industry. Become an influentid player in the
developing commercid and internationad standards processes.
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Chapter §
Process

5.1 Introduction

This chapter provides a description of the process the Air Force needs to indtitutiondlize to
asaure it can rgpidly exploit technology advances and continue to modernize its C2 systems. The
process begins by identifying the problems with and limitations of the current corporate process for
defining and implementing C2 and derives from those problems the requirements that corporate C2
process must meet in order to successfully implement and sustain the C2 vison. The process then
proposes an gpproach to implementing those changes and closes by recommending the initia
actions the Air Force should take toward inditutionalizing this new approach to defining,
developing, acquiring, fidding, sustaining, and operdaing its C2 system. The scope of the
evaluation addressed the current state and processes used to formulate and implement C2 policy;
doctring,  reguirements, Planning, Programming, and Budgeting System (PPBS); technology;
acquisition; education and training; and organization. With the exception of policy,
recommendations are provided for changing the Air Force's implementation of these processes.

52 C2 Maodernization Process Problems

The most obvious symptom of the problem is that the C2 support system is reinvented
every time a new operdtion is engaged: Desert Storm and Bosnia both illustrate this point. While
talloring C2 to the unique requirements of an operation is a necessity, most of the effort is spent re-
engineering how the collection of C2 tools are connected and integrated, trying to achieve an
acceptable degree of interoperability. Since the resulting configuration and operationd
workarounds are unique, C2 training is inadequate. The result is an unacceptably long time to
achieve an operaiond cgpability in theater and difficulty in sustaining an efficient C2 operation
with trained personnd. Without an integrated C2 system, a limited capability exists to dlow an
as=ssment of the vaue a new capability will bring to an operation. Consequently, the Air Force
finds itsdf with an dmogt infinite lig of “could do's’ with limited means for determining what it
“should do.” This decisonmaking pardyss a the requirements levd, combined with funding and
acquistion inefficencies, makes the timely insertion and fidding of new C2 cgpabilities the
exception rather than the rule.

Perhaps the most sgnificant obstacle to supporting the JFACC with a tailorable,
interoperable C2 system is rooted in an approach to equipping and provisioning for C2.
Interoperability problems are often blamed on stovepiped acquigtion. But stovepiping of C2
systems begins much earlier than acquisition or operations. Systems are stovepiped from the very
beginning in terms of how they are defined, funded, advocated, and managed by the Air Force.
This stovepiping problem extends to the very core of how forces are equipped.

Figure 5-1 depicts this situation with several current C2 systems as examples.
Requirements are defined by users in different commands, in different fidd operating agencies,
and in different parts of the Air Force. Funding to develop the systems that answer the
requirement is derived from independent financial processes which in many cases aren't integrated
until they reach the Air Force Board. The development and acquigtion of individud capabilities
usudly is accomplished through one or more parts of the PEQ/DAC sructure. Sometimes, a
cgpahility is acquired from outsde the normd acquisition structure. Development is done in
different commands and in different development centers with the common result that stovepiped
systems with limited interoperability are fided.
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Figure 5-1. Air Force C2 Evolution

5.3 A New C2 Modernization Process

From the discussion of the problem, the fundamental requirements for the C2 process the

Air Force must implement to successfully support the JFACC's C2 needs are extracted. There are
six principal needs that the corporate process must fulfill to successfully implement and, perhaps
more importantly, sustain the C2 Vision.

W i needs ::ut across all MA.ICDMS The Adr Fnrce must mtcg:ran: I.ha common
and unique C2 needs of each mission, establish and maintain an overarching C2 vision and
investment strategy, and continually evolve the C2 requirements as new needs or opportunities
present themselves, without getting caught up in a lengthy validation process.

F:nanclal planrung must be mh:grated in lhe same manner that the mqmmmnts process is
integrated. This allows more effective investment decisions within the integrated C2 system
and allows the Air Force Board structure to make decisions about the overall capabilities of the
C2 system, rather than trying to decide to invest in a new planning tool vice an upgraded
communications link.

ilities. The linchpin to
rna]ung mlcgratcd and :vnluuonary mqmrmucnls and ﬁmdmg pmcmts work is to establish a
methodology and toolset that determines the operational utility and cost effectiveness of new
capabilities.

W ilities. The process must
expeditiously select concepts and capabilities which best meet mission needs, and rapidly
mature, integrate, and field those new capabilities in an operational system. Changes to
operational concepts, Training and Transfer Plans (TTPs) must be accomplished in parallel
with the development, making an operational proving ground an essential element of the
process.




QOrganize, train. eauip. axd nrovide for common C2 across the Air Force A common
framework for C2 across the Air Force alows tailoring the C2 support system to the needs of
the mission without developing new processes, systems, or training. Numbered Air Forces
should have full time units dedicated to operation, support, and continua evolution of the C2
sydem. A mgor regponghility of these units will be to partidpate in the development of new
C2 cgpabilities by conducting operationd evaduations CONOPs, procedures, and training
development.

Continually_evauae and evolve C2 doctrine and operati cepts With the rapid advance
of technology in this area, doctrine will, in generd, lag behind the opportunities that new
cgpabiliies make possble Asthe C2 g/stem evolves, the Air Force mugt continudly look for
new opportunities by evduaing C2 doctrine and tesing new concepts

5.4 A New C2 Modernization Process-An Enterprise Approach

A principa goproach to organizationd change usad by indudry is to cregte an “Enterprise
Ared’ to focus management and resources on a specific problem or new business arca.
Enterpri Czg)proach defines C2 as a sydem and usss this as a unifying theme to manage and
integrate C2 across the organizetion. The Enterprise has two basic thrusts. Frg, bring defining
and sudaining C2 vison up to a corporate Air Force levd, integrating C2 drategic planning,
requirements, and finendid planning across dl misson aress Second, implement an evoluti
process which not only dlows rapid technology insartion but drives the evalution of doctrine
requirements to meke maximum operationd use of new opportunities

Tlhem are seveard guiding precepts that the Enterprise must implement in order to be
successful.

« Boad of Directors The Enterprise requires a board of directors (BoD) charged with focusng
and managing C2 for the Air Force. A Generd Officer Steering Group (GOSG) would
provide the right levd of senior leedership involvement. The BoD should be chared a a leve
where C2 neads and investment resources come together.

« Evolutionarv Approach. The Air Force areedy hes a subgtantia invesment in C2 sysems
which have gredt utility. The sunken cod is too great to condder wholesale replacement, so
migration of legacy hardware and software becomes a key dement of the process The Air
Force should adopt an overdl concept Smilar to the commerda industry mode of evalutionery
devdopment. The key fegtures of this modd are continuous capitd reinvesment in the
gysem, continud a/olut|on of the dements and products of the sysem, and continuous user
iInvavement in assessng and shgping the system.

» Managed Chaos The process must be Sructured to “manege cheos” An innovative and
compeitive environment should be encouraged in which idess will vie for implementation into
the final sysem, and in the end there will develop a naturd sHection process thet will leed to
the best overdl cgpability. All players in the Air Force, DoD, and industry must have the
opportunity to illustrate and demongtrate idees thet could enhance C2 capatilities. Some
discipline mug be im , but it should nat be <o thrattling that the discpline inhibits people
from coming forward with idess and thoughts for new ilities

+  Techndoev Push and Reguirements Pull.  Advances to the C2 system should be based both
on technology push from commerdd indusry and reguirements pull from usars The process
mud continualy evaduate technologies emerging in the commerad world and quickly and
efidently insart cgpabilities with operaionad or cost bendfits for C2. Getting idess from
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industry to users for evauation will Simulate ideas for new ways to solve operationa problems
usng both new and old capabilities.

Streamlining. The process must cut both the time and cost of getting a new cgpability to the
field. For incremental upgrades the process should be able to reduce solicitation and
contracting overhead, use the development process as the source selection process, alow
requirements and product development to proceed in paralel, conduct early operationa
evauations in pardle with product development and test. embed training in the system, and
require “backward compatibility” to reduce integration and training.

Partner with Industry. To couple tightly to the revolutionary idess and products that come
from the commercid world, the Air Force and DoD mugt build a partnership with industry
which dlows them to understand where product development is going. When circumstances
permit, the Air Force should attempt to influence the commercia marketplace to include
capabilities which support needs that otherwise would not have been met.

5.4.1 Egablishing a Corporate Level Focus for C2. Edablishing a corporate level
focus for C2 requires changes in the Air Force's implementation of four major processes.  grategic
planning, requirements development and vdidation, financid planning, and technology
management. The fundamenta objective in this area is to break down the current stovepipes
fragmenting C2 efforts and integrate C2 across the Air Force and its missons. Currently, the place
where C2 comes together is at the Air Force Council.

C2 Strategic Planning. The drategic plan provides a long-term view for C2. The plan needs to
integrate al of the misson needs for C2 from the users misson area plans (MAPs) and

misson support plans (MSPs). The MAPs and MSPs must be created to take a broad view that
ensures that the misson needs reflect what is going on in the Joint arena. The Vison must
address plans for migrating existing capabilities and provide a long-term investment sStrategy.
The DoD should control invesment; it should provide seed money for going through the
source selection and the competitive activities inherent in the use of the development engine;
and then decide when a capability is ready for more mature development and fielding.

C2 Reguirements Integration, Requirements integration should be accomplished by developing
a Capstone Requirements Document (CRD) for the C2 System (see Figure S-2). The CRD
provides a top-level definition of the overarching requirements for C2 and a genera architecture
for the C2 System and establishes the foundation enabling verticd and horizontal integration of
the C2 system.

[C2 Characteristics || Fiexibie ~ Scatable  tnteroperable  Tailorable
Assured  Integrity Confidential  Footprint
Cost of Ownership  Open Arch Embedded Training
Space Iw INTEL|| Mobility ||Combat || Special |[Combat
. {Counter Support O 0
Application Info) e : i
C2 Platform
DII/COE
GCCS
Comin

Figure 5-2. Capstone Requirements Document
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The overarching C2 requirements provide a focus for top-level misson requirements.
They arc ated in broad terms and essentialy form a set of guidelines and characterigtics under
which the more specific requirements supporting each misson area and the C2 infrastructure
can evolve under the guidance of the BoD without a lengthy revaidation of requirements when
a new cgpability is being consdered. Specificaly, the requirements will indude the C2
characterigtics, needs, and tasks, how the integrity of the overdl system is defined and
maintained, how interfaces are defined, how interoperability is assured, and how security is to
be handled. These overarching characteristics will provide measures of effectiveness (MOEs)
and measures of performance (MOPs) which flow into the requirements for each of the mission
areas.

A generd system architecture was described in Chapter 3. This architecture ates data
and common services from warfighter applications and provides a Structure for each leve:
gpplications, data management, common services, and communicatiions. The CRD captures
this structure and defines top-level requirements for each misson area, defines the services
which will be common for the system (both unique for airpower applications or drawn from
those provided by GCCYS), and defines joint standard interfaces and operating environments
such as those defined by the GCCS common operating environment and the Defense
Information Infrastructure standards and services, which will alow gpplications and platforms
to “plug and play.” Findly, the CRD is an integration tool which bresks down the
requirements stovepipes and integrates the system in both a vertical and horizonta manner by
defining the data flows both within and across misson aress. It provides not only the Air
Force, but the Joint and DoD community with a definition, architecture, and interface standards
for aerogpace C2 systems.

Financid Planning. The lagt of the stovepipes to besk down is in financid planning,
specificaly the process for supporting the PPBS resource alocation process. Firs. C2
system projects should be integrated and grouped to provide meaningful warfighting
cagpabilities which compete againgt other warfighting investment proposds, rather than
individua components of the systlem competing independently, often against other system
components. Second, the DoD, as the advocate for C2, needs to have an understanding of
how dl the finances available for developing, testing, maintaining, sustaining, and upgrading
C2 as=ts are being spent. Integrating resource planning across al gppropriations (RDT&E,
Procurement, O&M, and DBOF) and all C2 programs provides the ability to focus resources
on the mogt urgent C2 needs of the JFACC. A necessary first siep would be to create a Sngle
C2 Resource Management Pandl. At a minimum, the C4 and Information Dominance Panels
that currently exist in support of the AF corporate structure should be merged. This C2
Resource Management Pand will support the C2 BoD in cregting and managing financid
plans.

An important part of this financid planning process is delegation of responshility
advocating C2 programs. The CRD provides a framework for that process. The MAJCOM or
Field Operating Agency (FOA) thet is responsible for a particular mission area will advocate the
application cagpabiilities required to support their assgned misson or functiond areas. The
common services and infrastructure which support everyone should be advocated at the Air
Staff/BoD level since the requirements cut across misson areas and support more than one
user. As the system evolves, the program and PE structure may evolve to emulate the CRD
organizationad framework.

Technology Planning and Management. Technology management has severa unique aspects
for C2. Since commercid technologies are critical to C2 systems, the focus should be on

understanding commercid R&D and products to sufficient detail that DoD can influence ther
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capabilities to better match the needs. Cooperative development could take many forms, such
as participation in standards committees, early product review (alpha/beta test sites), or
providing seed money for specific issues, but fundamentally it has to be in cooperation as a
follower of the development rather than as the leader. The technology management areas must
also define and pursue niches that commercial or other DoD R&D will not address (e.g., secure
long-range communications). Identifying, focusing, and leveraging R&D activities at
DARPA, AF, and DoD Labs in these niche areas must be integrated with the overall strategic
planning, requirements, and financial planning efforts.

To implement these recommendations, the current TBM Technical Planning Integrated
Product Team (TPIPT) should be expanded and chartered to manage and implement the
technology oversight functions under the guidance of the BoD. This group would recommend
to the BoD the investmenis which the Air Force should make in order to influence commercial
products.

5.4.2 C2 Enterprise—Institutionalize an Evolutionary Process

iption. The process envisioned is a spiral evolution which continually assesses
new technologies and needs as they are identified, matures and selects capabilities with
operational benefit, and provides a mature capability to the C2 system for incorporation into the
fielded systems. The process must encourage ideas from all sources: industry, users, and
developers. An idea should be reviewed to confirm its relevance to the C2 problem and
developed until there's a clear basis for determining the value that idea may provide.
Occasionally, a capability will be significant enough in cost that it must go into the strategic
planning and resource allocation process for funding. The process must terminate those
capabilities and ideas that are not progressing or have been overcome by better capabilities.
Figure 5-3 depicts this evolutionary process.

Board of Directors == == Planning Input

e I New Capability

Discontinue

Figure 5-3. Notional Development Engine
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The throttle for this process is the BoD and its supporting structures [Secretariat and
Integrated Product Teams (IPTs)]. This Board structure determines the gppropriate path and
investment for new ideas input to the process. Each capability proceeds at its own pace and
own path through the process, determined by its maturity, complexity, cost, and need. The
capability may require all steps or only one, but each step builds upon the work of the
previous. Critical to making this a timely and effective process will be delegation of authority
to lower levels of the BoD dructure. Thresholds for commitment of investment dollars should
be established a O-6 and IPT levels.

It is clear that the BoD needs to be composed of general officers who represent the
information interests of Air Staff and Air Force Mgor Comman ds. There are many issues that
do not require high-level decisionmaking or attention. This BoD will be supported by an O-6
Advisory Group which in turn will be supported by IPTs and other subgroups that will carry
the burden for implementing the development of new cgpabilities. The SAB srongly
recommends that decisionmaking be. relegated as far down in the organization as possible in
order that the bureaucracy does not dow down the process through which new capabilities are
identified and fielded.

Let us discuss the development engine from a dightly different point of view than was used
earlier. There is no question that the current acquisition process is cumbersome, dow,
bureaucratic, and in many ways nonresponsive to both the needs of commanders and to the
pace of technology. Fundamenta to changing the acquisition process is the need for a
sreamlined way to insure that competition requirements are met while at the same time not
having to go through multi-month or multi-year source selection processes. The development
engine can be used as the fundamenta source sdection process.

New ideas, whether they represent responses to deficiencies or to new needs or
opportunities that are based on technologies, can be funded for the purposes of exploration and
maturation. Ideas will compete, and these ideas, many of which can come from industry, will
then become a mechanism for identifying the capabilities and starting point to sdect the winners
of the competition for a new capability. When the decison is made for a cgpability to be ether
put into the planning cycle or to move on to fidding, a down-select will have essentidly been
meade to an indudtrid firm that has a product that is ready to be developed for fielding, having
been tested and selected through a competitive process. In other words, the development
engine can basicaly be viewed as having served as a vehicle for an open-ended request for
proposas. Then, the sdlection process can be placed into a context that needs to be normaized
as part of the Competition Contracting Act and the rules and regulations that govern
acquigtion.

In the view of the SAB, this should greatly expedite the process for getting new capabilities
and for proceeding on with the development of systems in a context that both assures that the
government’s rights are protected and provides industrid organizations a fair opportunity to
demondrate that they have capabilities and can provide products that will be useful. The
development engine in this phase then aso provides a great dedl of risk reduction and should
lead to sysem development in which the issues are primarily those of maturing the process for
the long-term and providing it for indusion in the overdl sysem in a timey manner. The SAR
aso believes the development engine then becomes a key tool in doing the vaue determination,
It is often daimed, rightfully so, that it is very difficult to assess what vaue a new capability or
a new product will bring to C2. In the context of the development engine this assessment
should be gresatly expedited and in the end will be a key determiner in the decisions of the BoD
for continuing or not continuing a particular endeavor or activity.
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At the center of Figure 5-3 is the BoD. This BoD has the job of managing the change
process by making the decisions about the next step in a development and by assgning
priorities to funding requests. Deficiencies come to this change board from any number of
sources. There can be new requirements that are provided by individua eements of the
operationd commands. Systems may have deficiencies that need to be corrected, and proposed
solutions to correct those deficiencies have to be evaluated. Findly, technology may offer new
opportunities which have not yet been identified as a deficiency or a need.

The rapid growth of information technologies can and does easily outpace the appetite of
users. The process mug, therefore, accommodate technology ﬁull as well as requirements
push. All of these come together as sets of ideas, many of which would require smal amounts
of funding and some that may require subgtantid investment. There will be some idess that are
mature and others that are half-baked. The development path taken for a given idea can vary in
accordance with any of these considerations. The Board structure decides the gppropriate path
and its asociated investment. The intent of this discussion is to emphasize that idess should
come literdly from al sources Those sources, if the ideas have with them the finances and the
resources to develop them to some extent, should require a minimum of scrutiny by the BoD.
The change Board should review me idea and confirm that it indeed has relevance to the overal
C2 capabilities that are sought but otherwise encourage the development of the idea until there's

clear bads on which to identify the value that a given new capability may provide.

If a given idea should require andys's and modeling, this would be accomplished
following the inner loop of the diagram. At some time, some relaively low-level part of the
change Board, depending on the leve of money that’'s involved. might decide that the andyss
shows no vaue and the output would be to discontinue the entire activity. However, the BoD
may say that it merits further exploration. The exploraion can occur a different levels. There
may be smulation and prototyping required to explore the concept, or there may be a decision
to move a more mature concept to operational evauation.

The toadl thet is envisoned as fundamentd to the development engine and supportive of dl
types of operationd evauations and testing is referred to as the “Battle Lab.” Ideas can come
through sources outside of the Air Force such as the Advanced Concept Technology
Demondretion (ACID). In ACTDs, user interest and involvement has been identified and a
prototype may have aready been developed. In these instances, the BoD may decide to
provide Air Force funding and move to an operationa evauation using the Béttle Lab. There
may be other paths. The point that needs to be emphasized is that a particular concept or idea
may take any of severa possible development paths. A decision is made based on a
determination of vaue that utilizes increasingly sophisticated and mature modds and systems.
The process should produce one of severa possible decisons. The BoD can decide on further
testing a any loop of the spird. Or it may decide to discontinue the activity, fidd a new
cgpability, or initiate a sgnificant system development effort requiring substantial resources.

Figure 5-3 shows a flexible process which will dlow the control of a given idea, wherever
it comes from, in a way that will lead to the capability being integrated from the beginning into
the system, when the decision is made to continue until the system is fidlded. Some examples
will be presented in a later section that illustrate how the process could be implemented for
systems that currently exist and could go through significant modifications or upgrades.

Process Functions. The development engine will provide the means through which dl new
system capabilities will be tested (see Figure 5-4). The development engine will itself provide
the connectivity that supports the Air Force Intranet and will provide the means for browsing
the Web. Through its support of multimedia communications and devices, the development
engine will serve as the backbone for the way the Air Force communicates information. It
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provides the means through which various databases will be managed and the way information
will be connected and stored and will define the Sandard data dements and the way one hasto
operate the sygem. It will be the bags for defining how the globd C2 sygem will migrate and
how the Air Force will reman in gep with these DoD initiatives. 1t will engble the use of
modding in amulaion in digributed faghion to support a vaiey of goplications, nat only the
development process itsdf but the potentid for supporting exercises in a varigly of operaiond
evauaions

Given the devdopment engine, and the fact that it must contain the infrasiructure used by
the operationd C2 sysem, the engine itsdf then becomes the way to test the security of the
sydem.  Information security must be integrd to the sysem. Red teams could be formed to
atack the sysem and run their own tests to see how effective the sysem is a blocking
intrusons and dedructive interference

The devdlopment engine aso becomes the training and exercise platform. It provides a
mechanism for defini VI:% Interfaces S0 thet indudtry, when it daims to have a new good ides,
will have a base on which to demondrate the utility of that idea The commerdd world will
not develop all of the technologies needed by the Air Force to accomplish C2, but it will
devdop a great many of them. The devdopment engine will be the vehide through which
cgpabilities will be assessed and the paformance of commerdd products will be tested. Two
results may come from this One, the Air Force and the DoD may work with indudry to
change its products in some thm enhances indudry’s pogtion in the markeplace as
wel & stifying DoD and Air Force needs. In addition, the engine may identify those niche
aress in which the commerad world is not motivated to develop a capability, important though
it may be to the Air Force This then provides a beds for rationdizing the AF sdience and
technology program in the area of C2. It provides away to test new capabilities developed by
the laborataries and puts into place the mechaniam that will permit their meaturation, leading

utimatdy to fidding.
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The function of the development engine has other dimensons. When problems ate
identified in the field, the development engine becomes the vehicle for assessng and working
those problems and resolving them. It provides a mechanism, in addition, for developing the
methods, the concept of operations, and possibly even doctrind changes required to cope with
new threets. The development engine provides the environment through which new threats can
be addressed and postulated capabilities to solve the problem can be tested and evauated.
Idedlly, this can be done before mgor investments have to be made that will lead to the fielding

of the capability.

The development engine provides a basis through which the Air Force can provide a new
methodology for source selection. In a sense, ideas can be tested on the engine. When
different gpproaches to the same need are compared, a competition results in a natura selection
among idess. This can then lead to the decison to develop a given capability. At that point,
source selection may be as smple as down-sdlecting to the winner of the development engine
competition. The development of the capability is a maturation that focuses on the
characterigtics for a fielded system. In other words, the concerns of sustainment, training, and
modernization become the centrad emphasis of the development.

Process Products. The development engine will require an investment. There is no way tha
this capability can be achieved without investing in the infrastructure that comprises the
development engine or in the ways in which the development engine is used to achieve the
functions that have been described. It will produce vaue assessments of C2 technologies and
lead to the development of specific requirements for that capability that is based then on
observed behaviors and performance coming from the development engine. The development
engine will require an architecture that will be a product of the whole process. An investment
is required to develop, maintain, and evolve the architecture. Findly, the development engine
will produce the means to develop and evauate changes to the concepts of operations and will
provide support for training C2 operators.

54.3 Acquistion Streamlining. The development engine will provide a capability that
enables the development of a variety of products. It provides an infrastructure for accomplishing
the functions supporting the developments. In the fina analyss, the integration of these products
and the manner in which the development engine is used will determine the effectiveness of
accomplishing tbe end-gods. Clearly, the development engine will be used in ways that will
produce a mature capability. A key dement of the use of the development engine is the role played
by the BoD. It is the Board that vaidates requirements, determines the priorities for funding, and
makes the assessment of when a capability is ready to go to the field. Individud capabilities, once
they have been determined to be ready for fielding, will then have to be incorporated into the
basdline system that will be used to conduct operations.

Doing this requires close interaction with the users. It is the users who will use this
infrastructure to conduct operationa evauations and to develop their concepts of operations.
Therefore, the integration of new applications developed for the user community becomes an
absolutely fundamenta role for the development engine. The applications, as they are developed
as individud C2 programs, are matured and rel for fidding after completing test on the
development engine. The new capabilities are incorporated into the C2 system basdline. As part of
the basdine, new training requirements would be included as part of the sysem description that
accompanies the basdline release. The additiond training would be only an increment to the
exiging training basdine thet resdes with the development engine itsdf.

Maor changes to the way in which systems are currently acquired will have to be identified

and built into the systlem if it is to be successful.  One of the guiding precepts of the C2 Enterprise
is to develop and acquire systems using best commercid practices. That involves continuous
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recapitalization and continuous product evolution and user involvement. Clearly, future C2
devé)opments will involve the acquigition of COTS-based systems. There are gpproaches currently
being developed that will facilitate the rapid purchase of COTS hardware and software. For
example, the Command Center Product Line (CCPL) contracting initiative at the Electronic
Systems Center (ESC) represents a radically different acquidition gpproach. Findly, it is
imperative to use an object-oriented encapsulation process to ded with the problem of legacy
software-the Common Object Requirement Broker Architecture (CORBA) offers the best
approach to solving this problem.

The way sysems are tested will change dramaticaly. The development engine provides the
means during program development to test the system in an integrated environment. This should
contribute greetly to the rapid maturation of new capabilities. It should, implemented properly,
involve the user throughout the development process. Thus, test and evauation begins very early
and is done continuoudy using the development engine. Further, if training is incduded in the
basic system design and training capabilities are provided as tools to support the specific
applli_ceti_on development, them will be minima demands on the training tools required for a given
application.

When the prototype architecture is defined and funding identified to capitdize the effort, it
will be necessary to look at existing elements of the C2 system and decompose them into common
sarvices and support functions. Then the process can be started that will trangition current legacy
systems to this fully integrated system. Funding can be used for the systems that are identified for
migration and to develop the dements that are to be included in the platform infrastructure and the
development engine. The destred changes can be made, and these changes will then lead to a new
verson of the architecture. Analogous to the commercid world, this will lead to sequences of
releases of both the architecture and the applications that are going to be included as part of the C2

dem. The new architecture then could be used in the decison to recapitdize other eements of
the sysem. The funding for al of these activities will be part of the recapitdization plan.

The continuing cycle of changes to the architecture, followed by changes to the
development engine and the C2 system gpplications, will be accomplished on a schedule that
depends on the results of “apha and beta’ testing of the modifications. This testing will occur
continuoudy and will involve users of the system throughout. Changes will be incorporated into
the C2 system basdine only after they have matured sufficiently to gain user acceptance. Then, a
new verson number will be assigned. This process mirrors the practices of the commercid
information systems indudtry. It should be anticipated that there may never be a “finad product.”
As with commercid software and hardware, the system will change as new needs are met or new
technologies are exploited to improve performance or reduce the cost of ownership.

C2 Product Lines. The timey insertion of COTS hardware and software products is an
important consderation in the previous discusson. Currently, acquisition tekes a very long
time, driven in mgor part by the requirements attendant with the RFP and source selection
process. The development process, as depicted earlier, then adds its own set of time
condraints as a capability is fiedded and integrated into the overdl C2 sysem. A subgtantialy
different acquisition approach to the development of COTS-based C2 systems is being pursued
at ESC at Hanscom Air Force Base, through the CCPL drategy.

COTS hardware and software, requiring no substantial development, can provide most of
the functionality required for any C2 center. To ensure that the COTS products can be
integrated into a useful cgpability in a rapid manner, an architecture group defines the
operational, system, and technica architecture that the command center sysem must satisfy.
The architecture is developed in conjunction with system program offices (SPO’s) and with
indugtriad contractors” The SPQs identify the requirements and the contractors define the
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capabilities of their COTS products. The architecture provides the overarching rules and
standards by which COTS products will be included in an approved repository for use in
meeting the needs of particular command centers.

The CCPL contracting Strategy anticipates that contracts will be established with a number
of different organizations. These organizations provide products that are stoned in a “reuse
repository.” Hardware and software eements will be made to be DII/COE-compliant in
accordance with the standards put down by the architecture group. The basic concept is that as
a needed capabiility is developed, the products that are used in the development will be taken
from the “reuse repository” and assembled in away that meets the needs of the application.
The repogtory and the dements contained in the repository will change with time just as the
technology changes, but dways in line with the architecturd standards that are defined by the
architecture group. Presently, the CCPL approach is being applied to C2 computer systems,
but plans are beginning to extend the concept to the acquistion of commercid communications,
surveillance, and reconnaissance systems.

The CCPL approach dlows the rapid purchase of the commercia hardware and software
needed to build a command center. The source-selection and the contract award is done once
and then each new deveopment is accomplished within the context of the existing contract
vehicles. This approach may provide a mode for supporting the process that is proposed. The
detalls of its implementation may have to change to fully meet the needs of this generd process
but nonetheless it appears to be a step in the right direction.

. Isolation of Software Internals. CORBA represents a mgjor element of the proposed process
as it enables the migration from legacy systems to the integrated C2 system thet is envisoned.
Figure 5-5 depicts the impact of usng CORBA to evolve the Contingency Theater Automated
Panning Sysem (CTAPS). This planning sysem is a collection of a number of specific
gpplication programs which have been integrated together with a considerable amount of

tware. The system is cumbersome to work with and difficult to change but performs its
function adequately. The sructure does not lend itsdf to an evolution into the future.
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Figure 55. CORBA Encapsulation
CORBA can take the complex diagram that’s shown for CTAPS and put it into a

dramatically different mode. In particular, the object request broker becomes the common fink
that defines common interfaces for nonstandard, domain-specific applications for common
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services. The object request broker is itself built on various well-defined, very standardized,
and well-specified object services which are available for each of the areas that are defined.
CORBA provides, within the CTAPS context, ways to appropriately define interfaces among
one or more of the application programs, putting them into a common context and allowing the
evolution to a more modern system without changing any of the application programs that are
implied in CTAPS.

5.44 Process Implementation. The overall process must support the functions listed.
Supporting these functions requires specialized tools and dedicated resources. This infrastructure
requires a toolset, engineering and integration support, and a demonstration facility. The core of
the toolset is the Battle Lab, providing a platform and environment for modeling, simulations,
testing, exercises, and training. The Battle Lab provides both a developmental and operational
proving ground with the capability to emulate current and planned AF, joint, and coalition C2
structures. The infrastructure associated with this will lead to the requirement to develop a variety
of tools, including C2 modeling tools and the Battle Lab. The Battle Lab will have to support a test
and evaluation infrastructure with a variety of test environments, databases, and tools that allow a
disciplined test process to be achieved and implemented. To do value determination and evaluate
capabilities, there will have to be services and support functions that permit the use of models and
simulations as well as exercises to provide necessary insights and determinations. The Air Force
Battle Lab is depicted in Figure 5-6.
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Figure 5-6. Distributed C2 Platform Development

The Air Force is part of the larger joint community, and this has to be accounted for in
developing the engine through which system acquisition will be accomplished. The Air Force
development engine must work in conjunction with the Joint Battle Center that is being developed
by DoD. It must also be able to interact in a constructive and useful manner with other laboratory
and command and control development activities. These include the Navy and Marine Corps
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Warrior Labs, the Army laboratories, and the technica integration laboratories they have
established. It has to be able to interact with the DoDD Modding and Smulation Laboratories. It
has to be able to provide the wartighter support for joint demonsirations and exercises. It needsto
link to various DoD integration and certification facilities such as the Joint Integrated Test Center at
Fort Huachuca. And further, it has to work in a broad way with members of industry so that they
can “plug and play” their proposed products with the rest of the systems. It is citicadly important
that the Air Force development engine be integra to the overdl development and test capabilities
developed by the DoD.

Svstem Engincering & Inteeration. The systems engineering and integration activity
accomplishes the overdl sysem design, establishes and mantains sysem architectures,
conducts dternatives and cost analyses of new capabilities, ensures sandards compliance, and
tracks evolution of capabilities. This activity dso functions as the coordinator/scheduler/test
controller for development resource configurations and utilizations of the Baitle Lab.

There mugt be an invesment in the systems engineering and integration activity that will
enable this digtributed, collaborative environment and capability to be developed. A Systems
Integration Center (SIC) is needed that can provide the planni n%]and development of the
development engine itsdf. The design and implementation of the devdopment engine and its
supporting capabilities for the functions and the products that are to be achieved by it will
require a mgor effort in systems architecture, engineering, and integration. Architectura
elements ranging from the operationa through the systems to the technica architectures have to
be worked. The development of the common operating environment or basic infrastructure has
to be dedt with and common data eements need to be identified. Open systems standards
driven primarily by the commercid marketplace need to be a key dement of the design and the
architectural implications regarding the reuse of system/capabilities have to be thought through
caefully.

The engineering of individua gpplications and eements of the top-levd system have to be
worked using a disciplined process. Certainly, the integration of the overal system and al of
its elements has to be a primary concern during al phases of development. This can be best
done by defining a SIC. It is through the SIC that the infrastructure will be developed and the
development engine will be made available for use in the variety of roles that have been
defined.

Demondration Facility. The NCR demongtration facility provides senior service, DoD, and
congressiond executives with the ability to access the overal Battle Lab environment, monitor
exercises, and observe tests or demongtrations of new C2 capahilities,

There must dso be a way to demonstrate a focus for this activity. There seems to be grest
utility in establishing a demondration fadility in the Nationd Capitol Region. Since the
discusson concerns a distributed system which dlows collaboration among geographicaly
disparate activities and organizations, the facility will be useful in demongrating to key
decisonmakers the capabilities and er of the C2 sysem and the underpinning of the
development engine. On the other hand, for development of the system itsdlf, there is a need
for focus and management of the overdl system, and that needs to reside with the principa
developers of the C2 system.

Implementation Examples. The development of the Joint Situation Awareness System (JSAS)
provides an example of how the AF recently developed a new capability. It is informative to
Illugtrate the preceding discussion regarding the use of the development engine by postulaing
how JSAS could have been developed if the process as described were in place.  Figure 5-7
depicts the process used for JSAS devel opment.

5-14



IDEA

3 O’Grady
Prototype 1 M&S '1‘Dem0- Decision+ CAQC1#t Dec. to field
- Bed of Breed | ANAYSS Of to field 5 more
Bosnia gand aone
ooTS event | - CSAF units
JECHNOLOGY et B ooy
Op Need | Real-time
REQ Op rcq
updates

REQUIREMENTS

Req to
Migrate to
TBMCS

V1.2.1(Dec 96)
Figure 5-7. JSAS Example-History

The basic need for atool for improved Stuationd awareness for the commander was postulated
some months ago within XORR. XORR had the funding and decided to examine the idea by
building a prototype of the system and the supporting displays. They took a number of
different idess, dl based on the use of COTS technologies with no developmenta needs, and
went through a best of breed process to salect the gpproach that seemed to offer the greatest
utility. Then in Bosnia, Captain O'Grady was shot down. This event triggered a greetly
increased interest in the capability that was being suggested by JSAS and led to an andysis,
through use of modds and smulation, to achieve a better understanding of whether JSAS
could provide capabilities that may have prevented the event occurrence. Thisled to a
demondtration that was s0 persuasive that the Chief of Staff of the Air Force became the
decison-maker. He made the choice to field JSAS in the CAOC at Vincenza for the Bosnian
operation. The demondration aso triggered the norma operationa requirements process.
This need led to the definition of an operationa requirement, and then led to the decison to
include JSAS in the norma development process. To put this in the context of the earlier
discussion, the CAOC in Vincenza became the battle Iab or the tool used to perform the
operationa evaluation of the concept.

Because the JSAS proved its utility very quickly, there was a decison to field five more
stand-alone units for use by the Air Force. Unfortunately, there had been no funding
identified. The system itsdlf is a stand-alone system; it does not interoperate with the other C2
gystems that are being used in the CAOC. This led to a focus on how to both identify funding
and how to get it fidlded in away that dlowed it to interoperate with other capabilities.
Ultimately, the decison was made to include this in the TBM Core Systems program. Funds
were then identified to support the development and integration. It is now planned to migrate
the capability into TBMCS with a verson being available in Vincenza by December 1996.
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A number of observations can be made from the development and fielding of JSAS.
Clearly the requirements process broke down and required a catch-up. The failure to address
requirements early led to a funding disparity and no direct plan for system integration. As a
result, there was some difficulty in identifying the funds that would support the development of
JSAS and certainly ddayed the fidding of the additiona units. The sysem was fun&
very specific stovepipe. It was fielded before there was any planning for how to integrate the
system into the rest of the C2 structure a the CAOC. Clearly, there is additiona cost to
integrate it after the fact. The notiond development approach using the process and the
development engine described earlier is shown in Figure 5-8.
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Figure §-8. Another JSAS Example

The concept, which had funding, could have been brought to the BoDD at an appropriate
leve, primarily to identify the fact that this development was going on and to aticulae to the
JSAS developers the architectural standards that needed to be satisfied to insure that the
cgpability, if it was successfully demongrated, would be able to integrated naturdly into the
ovedl sysem. The identification of changes to the operationd system architecture begins a
that time. As before, prototypes would be built usng COTS components and the best of breed
would be selected. The result would be presented to the BoD. At that point the BoD would
check for compliance with the architecturd standards and confirm thet it did indeed meet the
operationa need. Assuming then that the O'Grady shoot-down had occurred, there would
have been the clear desire to field the capability as soon as possible. A Battle Lab
demongtration would be conducted and that demonstration would be an assessment of the
operationa effectiveness of the system and the interoperability With the rest of the C2 system.
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As with the actud JSAS, the fidded prototype would have been immediately available. In
this case, the system would have been interoperable because it had been planned from the
beginning. The funding would have been identified, permitting the acquidtion of whatever
number of terminas or units were needed. Following fielding of that cgpability, the
normdization of the system into the basdine system could be accomplished and the architecture
could have been updated to reflect this new capability.

It isthe SAB’s opinion that tbis process would have led to a much more rgpid and easily
integrated capability. The rush for funding resources late in the game and the additiona work
needed to resolve the integration issues would have been accommodated from the start.  In the
end, the result would have led to a fidded capability incorporated into the overdl C2 system in
severd fewer months than what actudly is occurring with JSAS today.

Training. It is clear that training is more than just what goes on in classrooms, whether the
clasyoom is provided by the Air Education and Training Command or some other training
element of the Air Force. Training encompasses every item and every activity that improves
proficiency. Therefore, it becomes a necessity to regard training as a continuum. Training
encompasses initia introduction to the system and its components through the way the system
is employed in garrison, exercises, or ultimately in battle. 1t is fundamentally important to have
people who are familiar with the systems when they are deployed, minimizing the amount of
time it takes people to get up to speed in supporting the mission.

The concluson from these observations is tha training now needs to be built into the
design of the basdine system and then ultimately into the design of every application system
and every pat of the platform. C2 system design mugt incorporate training requirements and
provide the environment that supports training activities to ensure operator proficiency.

Figure 5-9 provides emphasis on the assertion that training must be regarded as a
continuum that goes from the most dementary things to the most sophidticated. It mugt have
its greatest impact on the lives of the people who are going to participate in deployments of any
type. The platform engine must provide the services and support tools that facilitete the
development of training for any eement of the sysem. These features must be incorporated in
the platform infrastructure to facilitate the common “look and feel” of the system. Figure 5-9
suggests a wide variety of features and capabilities that must be supported.

Information technology familiarity and skills will become essentid for every member of the
Air Force. All accesson training programs should include the fundamentals of information
systems and basic computer skills. The Battle Lab will be a criticl training resource. As such,
it must support al levels of training, from the schoolhouse level through refresher and upgrade
training, Service, Joint, and codition exercises, as well as recurring and recertification training
for deployed units. Training must be embedded and accessible throughout the system. The
ability to exercise a new capability, then reconfigure it to an operationa mode, is a fundamenta
requirement.

As the C2 system gets more sophigticated in its fusion, display, decison support tools, and
real-time control of airpower assets, the expertise and knowledge base that personnel operating
the sysem gain will become a criticd commodity to the Air Force. The personnd systlem must
identify and manage these people throughout their careers. At some point, experience as a
member of the C2 weapon system operationa team may become a prerequisite for senior
command postions.
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Figure 5-9. Notional Training Environment

5.5 The C2 Process-Implementation Recommendations

5.5.1 Enterprise Organizational Philosophy. The C2 Enterprise needs to be managed by
a Board of Directors that will serve as the advocate for Command and Control in and for the Air
Force. The Board of Directors should be a Generd Officer Steering Group (GOSG) whose
membership is drawn from those eements of the Air Staff and the Mgor Commands that use and
support elements of the command and control syssem. The GOSG should be supported in its day
to day working functions by an O-6 Advisory Group, which would have a variety of IPTs or
organizations focused on eements of their mgor responshilities.

The BoD must put in place the evolutionary processes that will lead to the redlization of the
envisoned command and control system, including its continud revitdization. Clearly the
management process must be put in place and the development engine must be created.

5.5.2 Air Force C2 Enterprise-Major Functional Responsibilities. Appendix D
describes the functiona responghilities within the proposed C2 Enterprise. To emphasize the fact
that C2 exists to support operations, the SAB believes that XO should be identified as the lead
organization within the Air Force. A new organizetion should be crested within X0, notiondly
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identified as XOC, to indicate that in this organization, all of the activities associated with
command and control across the operationa Air Force am brought together.

The new XOC would then chair the GOSG. The organizations providing members on the
Board of Directors for the Enterprise are indicated as supporters of the Strategic Planning process.
In AQ, the obvious choice appears to be AQI. Each organization (i.e,, SC, TE, LG, IN, and the
MAJCOMs) mug identify their genera officer representative to the BoD. Certainly, ACC, AMC,
Specid Operations Command, Mobility Command, and Materiedl Command should be included as
members of the GOSG.

XOC would then have fundamenta respongbility for resource planning and budgeting. A
Command and Control Resource Management Panel needs to be created from existing panels. This
Panel would be the Integrated Product Team supporting XOC and would develop input to the POM
funding line. Findly, the sysem devdlopment role would be shared across product centers
athough there would be a concentration for much of the activities a Electronic Systems Center
(ESC). The products centers that are responsible for developing a capability that will become part
of the operationd architecture of the C2 system would have the lead in accordance with the system
thet is being developed. They would be supported because of the need for user interaction, by
gppropriate individuas and organizations a the MAJCOMS, a the field operaing agencies, and
numbered ar forces. More detailed planning should identify other support because the desire is to
engage dl users, whoever and wherever they may be in the Air Force.

Requirements for the overarching architecture for the C2 system should be identified by the
operators. XOC would then become the focal point for architecturd evolution, athough they
would delegate the detailed descriptions of the architectures to other organizations. Within the
structure provided by the capstone requirements document, the mgor commands would provide
their inputs and their vison of architecturd needs in their misson areas. The MAJCOMs would be
complemented by the FOAs associated with intelligence and possibly others.

The evolution of the platform and more generdly, the development engine, will be
primarily a very demanding engineering task. Therefore, ESC, which has the sysem engineering
and integration capabilities to accomplish the task, should have that respongbility. A Systems
Integration Center would be located at ESC and supported as appropriate by elements associated
with SC. The office with responshility for the overdl C2 system, XOC, must be closdy involved
in the support of the platform evolution.

The MAJCOMs and FOAs wilt have mgor responghilities within each of their misson
aress for the gpplication systems they need to support ther roles and missions. They mugt identify
deficiencies and inadequacies of the existing system and the operationa architecture. XOC and the
BoD will determine the gpplications that will merit evauation and development. The early work
will be done using the development engine so ESC will be the primary supporting organization.
However, since ideas should be encouraged across the Air Force, there can be many organizations
involved in proposing and assessing new capabilities. ESC’s role will be to provide the common
infrastructure and interface definitions to support the invedtigations. As systems complete their
development and are fidlded, the changes to the system will be reflected by changing the
application basdine and its operationa and system architectures.

553 Getting Started. The steps necessary to initiate the Enterprise are to:

create XO directorate with responsbility for C2,
charter the GOSG as Board of Directors (replacing TBM GOSG) to:
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=» integrate financial planing in a sngle pand,

= edtablish a program dement and new drut in the FY98 budget estimate submisson for
infrastructure  development,

dat a drategic planning function,
. build a prototype evolution process, i.e., the Battle Lab,
edablish a sysem engineering and integration function,
edablish a loca demondration facility to integrate current activities,
establish the Combined Test Force.

Clearly, the first step requires the Enterprise itself to be created. The GOSG needs to be
chartered to serve as the Board of Directors and serve as the focused voice for C2 in the Air Force
and in the Air Force's dealings with the rest of the DoD and industry.  This GOSG would replace
the Theater Battle Management Generd Officers Steering Group, which has been in operation for
the last severa years and enjoyed a great deal of success. Within the operations directorate (X0),
an organization, notionaly referred to as XOC, should be formed that focuses on C2. All activities
in XO that ded with C2 should be collected in this organization.

An integrated financid planning process should be established. This would help focus C2
into a angle ar saff pand which would replace the Information Dominance and C4 pands. As
part of the respongbilities of the pand, it must be fully aware of financid invesments in C2 that
are being made across the DoD. The Air Force cannot afford to build a C2 stovepipe that operates
with an absence of knowledge of what the investments are in other parts of the DoD.

Next, the Board of Directors should create a Capstone Requirements Document as soon as
possible. Technology understanding and awareness aso have to be brought to a focus. A
Technology Program Integrated Product Team (or TPIPT) should be created to ded with all
aspects of the technology that underpins command and control.  The C2 TPIPT replaces the TBM
TPIPT and must include within its charter dl C2-related technology efforts in other TPIPTs. It is
through this IPT that the management of the technologies referred to earlier becomes focused and
directed.

Findly, current technologies can support the congtruction of the first verson of the
development engine. The combination of Fort Franklin and CUBE activities & ESC, the Battle
Lab initiative within ACC, other initiatives at Rome Lab, and many other capabilities across the Air
Force will dlow the development of a distributed collaborative capability that was discussed in
Chapter 3. This will require the identification of the funding and resources required to get started.
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Appendix A
Command and Control Operationa Phasss and Tasks
Al.1 Introduction

Air and space operations contain genera operational concepts or phases. These
could occur at any, or al, levels of operation from operations other than war (OOTV\Q to
mgor regiond conflict (MRC). Under each concept or phase are basic objectives and tasks
that provide a point to move from one to the next if the scenario dictates. These have been
combined into three areas. Readiness and Deployment, Employment and Sustainment, and
Recondtitution. Each will now be discussed.

Al.2 Readiness and Deployment

. Manage Forces and Resources. Commanders must have access to the status of their
forces and resources 24 hours a day. Readiness and future deployment decisions are
made on the accuracy and currency of this information. Command and control systems
must provide the Commanders with a roll up look at the forces under them. They must
be able to query and rapidly assess operationa dtatus of al items under their control.
Management of forces can not occur without knowledge of the who, what, when,
where, why, and how of their resources.

+ Maintain Readiness. Units must operate in as close to operations conditions as
possible. Operations from peace to war should only reflect a change in ops tempo to
the arman, salor, marine, and soldier. This requires information exchange with joint
and codition partners and redigtic smulations and exercises. To achieve this,
command and control systems must dlow for talored releasability to exercise as
redidicadly as possble.

. Provide Intelligence/Warning/Threat Data and Assessment. Air Force intelligence,
surveillance, and reconnaissance maintain globa presence and awareness 24 hours a
day. They are the eyes and ears of the forces in the Sate of readiness and are integra to
the trangition to the next stage of operations, This information mugt be available world-
wide to al Commanders to maintain Stuationa avareness.  When a hot spot occurs,
the command and control system alerts forces of possible movement orders. Forces
must be derted as soon as possible to ensure efficient force preparedness.

. Provide Courses of Action. Commanders must have red-time surveillance,
reconnaissance, and intelligence andyss as wel as andyticad modes to propose
objective-oriented courses of action. Commanders must have the computer andysis
tools to design options and a reliable communications infrastructure to present the best
course of action up the chain of command. These are critical decison points, and
projection of force will be based upon them. The control of surveillance and
reconnaissance assets must be at a leve to focus resources in the area of interest.
Collection and andyss must be rapid, but just as important, must be accurate, using dl
knowledge avalable. This is the turning point for military operations.

. Increase Surveillance from Space, Air. and Ground Svstems. As a course of action is
determined, the tempo of surveillance and reconnaissance, focused in the area of
interest, must be increased, with collection occurring from &l sourcesNspace, ar ,and
surface. All this information must be fused to form a complete picture of the area of
interest. Information pouring into a Commander will not increase knowledge unless it
can be related to other data and the operational problem that is being addressed. Also,
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information from areas outsde the area of interest has no vaue added to the task at
hand. Focused is the operative word, not increased.

Provide In-Trandt Vighilitv. To project force into a region, it is absolutdy criticd to
control the forces during movement. This control must be accomplished with unrefuted
knowledge on where forces are, a what time, where they came from, and where they
arc going to meet an operationa objective. The Commander must be able to direct and
alter movement of forces rapidly to ensure limited resources are fed into the conflict at
the right time and in the right place. The command and control sysem must be able to
provide this level of information. The key is control of forces. Making a plan for force
deployments and then not being able to control the execution of this plan for changes is
cdled “loss of control.”

Jugt as important as controlling forces during movement, it is imperative to be able
to know exactly what is on each arcraft or ship. This information can be rolled up to
summary data if so desired, but a complete ligt is required from the command and
control system. Commanders must know what is coming and where to direct the next
action. A base or port needs to know the impact of the loads to ensure ragpid and logica
off-load. Units awaiting supplies or troops need to know when they will arive and
where they will arrive o they can be ready to receive them. Just as important to the
Commander is the status of forces that will deploy from the air.  The Commander must
have complete vighility into these aircraft to direct or redirect the missons.

Perform Misson Plannine. No force will go to an area of interest without some level
of misson planning. The planning will outline the tasks required to meat the misson
objectives. This planning could include the tasks of an amphibious operetion, Army
arborne assaults, initia deep drike interdiction, or fleet defense. The command and
control system must support this planning effort with tools to develop and smulate
planning options. The sysem must provide the most recent intdligence, surveillance,
and reconnaissance information to conduct effective planning. These plans must be
coordinated across areas of rgoonsi bility with the JFACC, JFLCC, and JFMCC to
ensure an effective coordinated effort by al participants.

Increase AOR Surveillance from Space, Air, and Ground Systems. As forces prepare

to deploy and move into a region, surveillance operations need to be focused and
increased. The demand for enhanced Stuationd awareness to the Commanders will
increase and the flow of information needs to be unchecked. Increasing the
aurvellance will have little utility if the Commanders are ungble to receive the
information quickly, and do not have the correct tools to analyze and determine the
vaue of the information provided.

Generae/Disseminate ATO/ACO Outside of AOR. To ensure coordinated operations
arc mutualy supportive across the region, an Air Tasking Order or Air Tasking
Message and Airspace Control Order must be generated and disseminated to dl
participants. Direct communications are a must to forces moving to and within a
theater. Since these forces are not predetermined, nor are they dways at the same
location, a globa broadcast capability will be needed. Planning tools to develop the
ATO or ATM/ACO must have access to a globa database. The globa database must be
accurate and updated often to ensure the planners have the most current information
from which to plan, A plan must be built that responds to the Commander’s objectives
and tasks, and, as such, this information must be available to the planners. Video
teleconferencing will be required for timely coordination. The dissemination must be
timey and reach dl forces for proper misson planning.
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Provide Threat Warning and Intelligence Reachback, With little or no warning of a

operation, threat warming and intelligence reachback are important considerations for
inauring dl the informetion is avaldble for fuson. As units deploy into a region, the
command and control structure must handle the need for forces to reachback to the
netiona or garrison locations to gain updates on information. Constant threat warning
must be available to units as they enter a hodtile area. Terrorism ongoing a a port or
launching of surface to air missiles againg an airlifterNall must be provided without
delay to the threatened party. Red Time Intelligence to the Cockpit (RTIC) is required.
This information must be talored to dlow for the push of time-criticd life threstening
information, as well as the pull of intdligence and weether updates.

Execute CONUS Based Strikes, Strikes from the CONUS are a must to demonstrate
the US projection of force and to clear an area for surface operations. The Air Force
can achieve this within the congructs of Globa Reach and Globa Power. The
command and control sysem must support this misson by providing intdligence,
survelllance, and reconnaissance on a condant basis during the mission planning, in-
route, and strike phases.

Al.3 Employment and Sustainment

Manage Forces and Resources. Once in theater, management of forces and resources is
critica to maintain the operations tempo. A Commander must stay ahead of the status
of forces and be able to project when resupply will be needed. The command and
control syssem must support the collection of information from dl levels and dl units.
It must dso provide a means to project shortfals taking various operations tempos into
condderation. There must dso be a means to make this information available to other
Commanders to ensure forces and resources across the theater are maintained.

Generate/Disseminate ATO/ACO. The command and control system must support the
JFACC's generation and dissemination of the ATO or ATM/ACO for the theater. The
information databases now need to be focused on the items available within thester that
can be tasked and mugt include dl activities being conducted to achieve the
Commander’s objectives. The ATO or ATM/ACO must dso address those missons
coming into the theater, such as arlift and long-range bombing. The command and
control systems must be integrated to provide this knowledge base.

Paform Misson Plannine. Misson planning tools mugt have all the information to

support the planning process. The most recent intelligence, reconnaissance, and
survellance must be available to be pulled for the particular mission area of interest.
The aATO or ATM/ACO must be integrated into the planning tools to save time and
avoid erors.

Disseminate Common Picture of the Battlespace. The Commander’s Stuationd
awareness is an undefinable atribute, as it will depend on human persond traits and
experiences. More information across a battlespace is not the answer. Graphica
representations of the battlespace arc usdess if they only show one aspect of air or
surface. The command and control system must provide and make available to dl
Commanders in a broadcast mode a “recognize picture of the battlespace.” This
includes space, air, surface (land and sea), and subsurface and contains both blue and
red forces. The information must be fused to avoid duplication of information and
confusion. It mugt show red-time information and be updated within seconds or
minutes and not days. It must be able to pull or push information to other participants.
All Commanders must have the same view of the battlespace to make the knowledge
based decisions on courses of action.
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Perform BDA and Intelligence Collection Manaeement. Rapid battle damage
assessment, red-time intelligence, and efficient collection management are al
cornersones of misson success. The Commander must have control of the
reconnaissance and surveillance assets to collect BDA immediately after an attack. The
results must be made available in near-red-time back to the Commander to determine
the next course of action. Intelligence must be congtantly updated and made available to
the Commander. Collection management must set priorities based on the operationa
objectives and tasks within the phase of operation and the Commander must be able to
communicate these priorities to me collection managers to control the process.

Conduct Dynamic Force Execution and Control. During misson execution, there will
aways be unforeseen changes. The command and control sysem must contain tools
that dlow a Commander to dynamicaly change the force employment dependent upon
changes in gtuations. To ensure the change is geared towards the objectives, the
Commander must have the most current Stuationd awareness. The tool must be able to
smulate or modd the current Stuation and provide options for the Commander to
assess and select. 1t must dso present a future look a what, if any, this change in the
flow will cause over the next few hours or days. This tool must be able to complete
this andyss dynamicaly over minutes and not hours. A Commander must have fused
information to alow for rgpid retasking and replanning of assets within a ATO or ATM
timing cycle, be it 24 hours, 6 hours, or dynamicaly continuous.

Sugtain Forces and Resources. The longer an operation continues, the more shortages
are going to occur in forces and resources. The command and control system must
keep pace with the databases, to include reachback look into CONUS sources for future

planning.

Provide Personnel and Base-Level Services. Again, as the operation continues,
personnel and base-level services will be needed to avoid performance degradation.
The command and control system must support globa access to items that are more
pleasure-oriented than battle-oriented. Internet, email, teleconferencing, movies, and
televison must be accessble from the support sde of the command and control
sysem.

Al.4 Reconstitution

With the limited force structure and rapid mobility of forces, this phase may be

returning to home or being redirected to another hot spot or area of interest. The actions

that occur and the command and control system used would have to be split to meet this

need. Command and control information will be directed globdly anywhere, anytime.

This vison would dlow the control of forces during movement, provide in-trangt
vishility, maintan AOR surveillance, and provide threst warning and intdlligence

reachback using the same tools described above.
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Cl.1 Introduction

Appendix C

Technology Roadmap for Vison

Among the critica issues facing tbe USAF are decisions of what to buy and whéat to

develop interndly for its command and control
technologies that are readily adaptable to military needs (e.g., satdllite direct broadcast technologies

systems. There are numerous commercia

and CORBA). In addition, there is a sgnificant match between USAF technologies and

development programs underway at DARPA, various government laboratories, and agencies of the

government. An overview of these programs is shown in Table C-| below.

Table C-l. Summary of Key USAF Command and Control Technologies

Technology

Significant Relevant
Commercial R&D?

Significant Rdevant
Government
R&D

(Planned or in Progress)

Fusion:

-ATR -no -DARPA SAIP, WL, RL,
PL, CIA, USA, AFOSR

-multi-target tracking -no -DARFA DMIF II, WL, RL
NSA. USN

-multi-sensor data fusion -no -DARPA DMIF II, WL, RL
NSA, USA

Communications:

-pointing airborne antennas -no -WL, RL

-software radios -yes -DARPA/RL Speakeasy,
USA, WL/ASC

-mobile networking -yes -DARPA GloMo, WL, USA

-fixed networking -yes -GCCS, RL

-direct broadcast satellites -yes -DARPA BADD. USAF.
USA, USN

Planning & Callection

Management:

-interactive planning -yes -DARPA JFACC, DARPA
CM, RL, AFOSR

-scheduling -yes -DARPA JFACC, DARPA
CM, RL, AFOSR

-collaboration -yes -DARPA 13

Information Protection:

-encryption -yes -DARPA, NSA

-protective software -yes -DARPA, NSA

Platforms for Technical

Reference  Architectures:

-POSIX, Net protocols, GOSIP -yes -GCCS COE, DMS

-Middleware -yes -GCCS COE/LES, DARPA

-CORBA -yes -GCCS LES

-software for network-based -yes -DARPA BADD, AFOSR

computation (agents, €tc.)

-large multimedia databases -yes -DARPA BADD, DARPA 1?
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Particular attention should be paid to those technologies that have no direct commercia
andogs. It should adso be noted that even in cases where a commerciad andog exists, substantia
funds may be needed to trandtion the technology to USAF applications.

One of the more griking things about Table C-l is that DARPA is directly and heavily
involved in most of the relevant USAF command and control technologies. A key dtrategy for the
USAF should be to support and team together with DARPA in those areas where R& D programs
are initiated that are directly relevant to the Air Force's future.  Some of these programs, such as
JFACC, are wdll funded by DARPA and require only the concerted support of USAF technical
managers. Others (eg.. DARPA ISQ’s newly forming ISR collection management initictive)
could benefit from both financia and technica management support fmm the USAF.

The point has been made in the Vison statement that the key technologies of the future for

the USAF will be netted arborne communications, fuson, planning, and dlied supporting
technologies. These are integrated into the system-levd view shown in Figure C-.

Automatic Fusiog -t
) Sensors
L
ﬂ%.c.
Planners, Simulators, mﬁfﬂm
Collection Managers

RE
Large, Distributed

Databases Networks

Commander

kil Controller

Figure C-l. System-Level View of Key Technologies

The advent of networked communications for mobile gpplications in the commercid and
military world will have a dramatic impact on USAF misson environments, as shown below in
Figure C-2. In this example, netted communications and rapid automatic fuson/planning enable a
cooperative operation with just-in-time weapon-target assgnment, integrated ops/ISR planning,
and remote control.

gty
(2) Real-time target-

1 ., weapon pairing by
1 .. Controller
: /3 \ N,
- i N,
L '. \L.
(1) Offboard Muitisensor ﬁN N ",
Tracking and ATR y b \-_
]

(3) Cued acquisitio
shooters, coordinated shots

Figure C-2. Typical Misson Environment for Future Command & Control
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The USAF must acquire through the most cogt-effective means possible the technologies to
enable such missions. It is not clear that the direct use of other Services capabilities (such as the
USN Cooperative Engagement Capability) will be vidble for the USAF. However, careful
attention should be paid to such design concepts, and the USAF should join with other Services
and agencies with a god of cost sharing and technology integration.

The spexific technologies that are recommended are shown in Table C-2.  As a result of
funding commitments made after the USAF SAB New World Vistas sudy, funding lines of
goproximately $28M were established for early (6.1) research in severa of these aress, notably
fuson and planning. However, the critica 6.2-6.3 funding lines have not been adequately focused
in most of these aress.

Table C-2. Specific Technology Areas to Pursue for Future Command & Control

9 .%f; Automatic Fusion: software for automatic tracking, ATR, and multimedia fuson
*‘&3‘ (consgtent architecture: shooter avionics, UAV avionics, widebodies, ground C2
Sensors)
Planning, Smulation & Collection Management: rapid automated planning and
execution software, collaboration tools, and joint scheduling of sensor assets

Commander/Controller/Aircrew Aides; software to gather information from the
network, adaptively filter and present for the task at hand (user programmable)

Networks. satdlite and UAV routing, GCCS, software radioglow cost antennas,
mobile intemet protocols for aircraft, gateways to joint networks, direct broadcast
and two-way digita links

Sensors. greater geo-accuracy, better reolution, faster frame rates, evolution toward
o fire-control quality

Large, Distributed Databases : stores and disseminates common air/surface
picture/plans, mediators, wrappers, data mining

In the 6.2-6.3 funding lines, programs need to be established for the following technologies:

Mixed-Initiative, Continuous Planning

= Objective: High performance planning teams composed of human and intelligent computer
agents engaged in a continuoudy ralling planning process distributed spatidly, temporaly,
and organizationdly.

= Bendfit: Continuous planning horizon spans entire conflict SO dependency relationships
between early decisons and temporadly distant effects can be identified, reasoned out, and
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maintained. “Least commitment” decison making enables real-time opportunity cost
management leading to more respongve, more efficient, more robust campaigns
characterized by “just-in-time’ tasking.

Collaborative Systems and Groupware

= Objective: Virtud planning process collaborative within and across organizationd
structures.

=» Bendfit: Didributed, collaborative planning focuses on multi-agent planning a the task
level, above the level of group ware. Technicd issues involve the negotiation of planning
objectives, resources, responghilities, and priorities and the establishment of an
information-rich, shared planning context through joint training and exercise.

Integrated Ops/ISR Planning and Scheduling

= Objective: The ability to do collection management as an integrated part of theeter battle
management.  Focused on direct control of multiple air bresthing reconnaissance assts,
manned and unmanned, and collaborative use of non-thester assets through new automated
planning and scheduling technology.

= Benefit: Tighter linkage of theater activities to objectives will provide opportunities for
better dlocation of ISR agsets planned concurrently with Ops to collect precisdy those key
sgnatures of critica importance to red-time campaign assessment and to better
management of change through locdized plan impact anayss.

Multimedia Fuson Methods

= Objective Systems that go beyond Stuation awareness to Stuation understanding; using
methods of symbolic computation and inference to fuse many disparate sources of
knowledge. Develop means of predicting enemy intent and andyzing relationships among
objects in the battlespace. (These are processing steps usualy associated with Levels 2 and
3 of the JDL fuson model.)

= Benefit: Higher qudity fuson results when imaging and video informetion is avallable,
better ability to ded with non-scripted operations, and richer human-computer interaction.

Airborne Networked Communication

= Objective: Affordable conforma antennas, high data rate LAl comm, software-based
radios and network protocols are necessary to connect tactica aircraft to the Grid via
satelites and UAVs. Innovation in antenna architecture, fabrication and ingtalation, cost

driven software-based radio architectures, wide band LPI techniques, and dynamic
network protocols should be developed. Issues include structurd arrays that can be built

into the skin of the vehicle, sdf-correcting architectures and agorithms, array structure
desgn for low RF & IR cross-section, and new waveforms and modulation techniques.

= Bendfit: Criticd high bandwidth LPI communications links for awareness and execution in
over-the-horizon operations.
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Cl.2 Summary

There are a hogt of dlied technologies neaded to support the vison of future USAF
command and contral. In the discusson above, severd key aress of focus are identified dong
with the need to team with DARPA and other parts of the government and indudtry to acquire
needed capabilities.

An ovaview of the entire range of enabling command and control technolo%ig IS provided
in the figures bdow. Not dl of these can be funded by the Air Force aone, but dl have abearing

on its future

* Foliage Penetration
* Interferomastric SAR

* SAR/MTIEQI-IRMulti-Spectral
Data Compression

Terrain Analysis
* Moving Target Recognition

* UAV/Sensors

* Platform/Sensor Tasking,
Routing and  Scheduling

) i Change Detaction
Adaptive Gueing Exploitation
) - . Automatic Target Recognition
Visualization

Direct Broadcast * Intaractive Exploitation Analysis

Filtering and Analysis Multimedia  Reporting

Fusion &
Correlation

Disscmination

. * Multi-target tracking/1D
Information Management

* Force Structure Analysis

Storage. Search and Retrieval * Multi-Media Fusion

Multimedia — -
Hyperlinked Reporting . = military UNiQUd technology

Figure C-3. Enabling Technologies for Global Awareness

Automated language
' Flgwible information $egurity

* Secure geolecation and timing

Bandwidth on gdemand

Satellite constellations
Intelligent  muting and  multiplexing

MLSS
Info protaction

v Militar_y capable transpondars

Dynamic scheduling and

target  handoff
Programmable Digital Radios

Distributed simulation
WAV relay foffrom SATCOM

Aircraft sensor to UHF SATCOM
Conformal Antenna
Alrcraft to EHF SATCOM

Predictive planning and
preemption  thrust

Automated planning/scheduling

Continuous model-based assessment

* = military unique technology

Figure C-4. Enabling Technologies for Connectivity



Automatad planning  scheduling

* Auto-cockpit update/
P P with case-based resource allocation

cusing/threat waming
Real-time data vigualization

Real-Time
Mission/ATO
Updates

Real-time ATR
Filler seleclions

Full, realtime planning ’
Active data agents

Multi-media. collaborative

planning Data retrieval options

*Near rea)-time
BDA Updates

Integrated  operations  and

Virtual reality presentations
intel agents and software

Multi-level security

Faster than real-time
modeling and simulation

Artificial intelligenca

* Goal-directad automatic BDA
* Sensor fusion

* = military unique technology

Figure C-5. Enabling Technologies for Dynamic Planning and Execution

Tasking and scheduling Distributed object management
Data views

*  Multi-level  security

Object oriented database

Distributed/scalable architecture

High density storage

Standard data elements
Imagery/video storage indexing

* Migh pracision

L * Real-time BDA

* UAV's

* Theater faskable $ensors

* Image/signal/data processing

Feature-based retrieval

Pedigraa/quality
Consistency
Accuracy
Symbol-based fusign

Fusion and
Correlation

* Automated analysis
Forecasting/prediction

* = military unique technology

Figure C-6. Enabling Technologies for Databases and Knowledgebases

C-6



* Secure subnets
* Multi-level sacurity

* Distributed M&S of the

C2 support system

* Faster than real-time M&S for
COA evaluation and selection

Network-based processing

Distributed

Platform tndependent

Real-tima

Intelligent agents

Information filtering

Knowledge-based software development

Genetic algorithms

Quantum computing

Teleconferencing service: DNA comptiting
Automated language and syntax translatiom * Offansive/Defensive IW
. . - In
Information wsuallzatlon Information munitions

Tools for distributed. collaborative decision
making including tasking of software-based

agents

* = military unique technology

Figure C-7. Enabling Technologies for Common Computing Environment
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APPENDIX D

AIR FORCE C2 ENTERPRISE
RESPONSIBILITIES AND IMPLEMENTATION
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Air Force C2 Enterprise
Major Functional Responsibilities

What What does it produce? | Who leads? Who supporis?
Function does it need?
s User needs + Vision and Roadmap [« XOC * AQI
Strategic * Technology forecast * (RD * 5C
Planning * Defense planning guidance] » Long-term = TE
* Joint C2 plans investment strategy *» LG
+ Financial plans s IN
* MAJCOMs
Resource » Strategic planning * POM funding line |+ XOC * (2 Resource
Planning and products Mgt. Panel
Budgeting
C2 System |« New applications » Upgrades to system f[e Product s MAICOM:
Development | o Developiment engine baseline Centers * AFBL
and Fielding | » C2 architecture ¢ Training updates * PEQs + FOAs
« NAFs
Air Force C2 Enterprise
Major Functional Responsibilities (cont.)
What What does it produce? Who leads? Who supports?
Funciion does it need?
= Vision and Roadmap *  Architecturc XOC « MAICOM
Architecture | = Execution Starus + Architectural * FOAs
Evolution = Map/MNS compliance s ESC
+ CONOPS = 5C
+ COTS and Do) standards * AFBL
and specifications
+ New ideas
Pladorm * Funding line ¢+ Changesto product | « ESC » SC
Evolution |+ Architecture haseline = AFBL
¢ Current deficiencies ¢ ldentifies « XOC
+ New oppof tunities ar chitecturat
deficiencies and
limits
Application | * Funding line ¢ Changes to * MAJCOMs { e XOC
Improvement | ¢ Architecture application baseline | = FOAs « ESC
= Platform interfaces and * ldentifies s AFBL
services ar chitecrural
» Currem deficiencies deficiencies

Current requirements
New oppor tunities




Development Engine Implementation

Primary Supporting Primary Supporting Tasks
Or ganization Orpanizations |  Resource Resources
Analysis |+ XOC + XOM * Modeling Warfare s Normalize Concepts 1o C2
& ¢ Developer Center Simulattons Architectares
Modeling e C2 Architeets Environment | e Operational Effectiveness
+ User Simularions Evaluation
DSC s Cost Estimates
Prutotype * Dcveluper = XOC * Develop- System « Standardization Evaluabon
& * C2 Architects tment Labs Integration + Operational Effecti veness
Simulation ¢ User Center Evaluarion
¢ Dev, Engine Modeling » Cost Estimares
Manager Center ¢ Product Maturity
Environment | e Prototype
Simulations
Warfare
Simulations
Battle Lab
Battle Lab | » Developer s User * Batile Lab System * Architecture Compliance
* Dev. Engine Integration + QOperational Effectiveness
Manager Center « Cost Estimates
+ C2 Architect Environment |+ Preliminary CONOPs &
¢ CTF Simulations Tacucs
Warfare
Simulations
Development Engine Implementation (cont.)
Primary Supporting Primary Supporting Tasks
COrganization Organizations Resource Resour ces
ACTD + XOC » Developer « Battle Lab System » QOperatonal Effectiveness
+ OSD v C2 Architects Integration |+ Force Sowucture
s User Center Requirements
* Dev. Enginc Environment |+ Cost Estimates
Manager Simulations |+ CONOPs & Tacucs
Warfare + Residual Assets
Simulations
Jperational e User » CTF » Banle Lab Environment | Operational Suitability
Evaluation * Dev. Engine |+ IBC Simulations | ¢ CONOPs & Tactics
Muanager Wariare » Training
Simulations
Exercise * User » Dev. Engine | Battle Lab Environment |« CONOPs & Tactics
Manager v JBC Simulations | e Training
Warfare + Readiness Evaluation

Simulations




Appendix E
Glossary

air defense. All defensve measures designed to destroy attacking enemy arcraft or missiles in the
Earth’s envelope of atmosphere or to nullify or reduce the effectiveness of such attack.

(Joint Pub 1-02)

air interdiction. Air operations conducted to destroy, neutrdize, or delay the enemy’s military
potential before it can be brought to bear effectively againgt friendly forces a such distance from
friendly forces that detalled integration of each ar misson with the fire and movement of friendly
forces is not required.

(Joint Pub 1-02)

air operations center. The principd ar operations ingdlation from which arcraft and ar
warning functions of combat air operations are directed, controlled, and executed. It is the senior
agency of the Air Force Component Commander from which command and control of air operations
am coordinated with other components and Services. Also called AOC.

(Approved for incluson in the next edition of Joint Pub [-02)

air superiority. That degree of dominance in the air battle of one force over another which
permits the conduct of operations by the former and its related land, sea and air forces at a given
time and place without prohibitive interference by the opposing force.

(Joint Pub 1-02)

air support request. A means to request preplanned and immediate close air support, air
interdiction, air reconnaissance, surveillance, escort, helicopter airlift, and other arcraft missons.
Also cdled AIRSUPREQ.

(Approved for incluson in the next edition of Joint Pub [-02)

air tasking order. A method used to task and disseminate to components, subordinate units, and

command and control agencies those projected sorties/ capabilities/forces to targets and specific
missons. Normaly provides specific ingructions to include cdl sgns targets, contralling
agencies, etc., as well as generd ingructions. Also called ATO.

(Approved for incluson in the next edition of Joint Pub [-02)

air tasking order/confirmation. A message used to task joint force components; to inform the
requesting command and the tasking authority of the action being taken; and/or to provide additiona
information about the mission. The message is used only for preplanned missons and is tranamitted
on adaly basis, normaly 12 hours prior to the start of the air tasking day or in accordance with
established operation plans for the theater of operations. Also called ATOCONF.

(Approved for incluson in the next edition of Joint Pub J02)

airspace control authority. The commander designated to assume overdl responghbility for the
operation of the airspace control system in the airspace control area.

(Joint Pub 1-02)

airspace control order. An order implementing the airgpace control plan that provides the details
of the approved requests for airgpace control measures. It is published ether as part of the air
tasking order or as a separate document. Also called ACO.

(Joint Pub J-02)
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airspace control plan. The document approved by the joint force commander that provides
specific planning guidance and procedures for the airspace control system for the joint force area of
respongbility. Also cdled ACP.

(Joint Pub 1-02)

allocation (air). The trandation of the apportionment into total numbers of sorties by arcraft type
available for each operation& ask.

(Joint Pub 1-02)

allocation request. A message used to provide an estimate of the tota ar effort, to identify any
excess and joint force generd support arcraft sorties, and to identify unfilled ar requirements. This
message is used only for preplanned missons and is transmitted on a dally bass, normdly 24 hours
prior to the start of the next air tasking day. Also caled ALLOREQ.

(Approved for incluson in the next edition of Joint Pub 1-02)
allocation. In a generd sense, didribution of limited resources among competing requirements for

employment. Specific dlocations (eg., ar sorties, nuclear wegpons, forces, and transportation) are
described as dlocation of air sorties, nuclear weapons, €tc.

(Joint Pub 1-02)

allotment. The temporary change of assgnment of tactical air forces between subordinate
commands. The authority to dlot is vested in the commander having combatant command
(command authority).

(Joint Pub 1-02)

apportionment (air). The determination and assgnment of the tota expected effort by percentage
and/or by priority that should be devoted to the various air operations and/or geographic aress for a
given period of time. Also cdled ar gpportionment.

(Approved for incluson in the next edition of Joint Pub |-02)

architecture. A framework or sructure that portrays relationships among dl the dements of the
subject force, system, or activity.

(Joint Pub 1-02)

area air defense commander. Within a unified command, subordinate unified command, or
joint task force, the commander will assign overal responghility for ar defense to a single

commander. Normally, this will be the comi)onent commeander with the preponderance of arr
defense cgpability and the command, control, and communications cgpability to plan and execute
integrated air defense operations. Representation from the other components involved will be
provided, as appropriate, to the area air defense commander’s headquarters. Also called AADC.

(Joint Pub 1-02)

area of influence. A geographicd area wherein a commander is directly cgpable of influencing
operaions by maneuver or fire support sysems normaly under the commander’s command or
control.

(Joint Pub 1-02)

area of interest. That area of concern to the commander, including the area of influence, areas
adjacent thereto, and exiending into enemy territory to the objectives of current or planned
operations. This area aso includes areas occupied by enemy forces who could jeopardize the
accomplishment of the misson.

(Joint Pub 1-02)
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campaign plan. A plan for a series of related military operations amed to achieve drategic and
operationa objectives within a given time and space.

(Joint Pub 1-02)

close air support. Air action by fixed- and rotary-wing arcraft agangt hodtile targets which are
in close proximity to friendly forces and which require detailed integration of each ar misson with

the tire and movement of those forces. Also caled CAS.
(Joint Pub 1- 02)

combatant command (command authority). Nontrandferable command authority established
by title 10 (“Armed Forces’), United States Code, section 164, exercised only by commanders of
unified or specified combatant commands unless otherwise directed by the President or the
Secretary of Defense. Combatant command (command authority) cannot be delegated and is the
authority of a combatant commander to perform those functions of command over assigned forces
involving organizing and employing commands and forces, assgning tasks, designating objectives,
and giving authoritative direction over al aspects of military operations, joint training, and logistics
necessary to accomplish the missons assigned to the command. Combatant command (command
authority) should be exercised through the commanders of subordinate organizations. Normaly this
authority is exercised through subordinate joint force commanders and Service and/or functiona
component commanders. Combatant command (command authority) provides full authority to
organize and employ commands and forces as the combatant commander considers necessary to
accomplish assgned missions. Operationd control is inherent in combatant command (command
authority). Also caled COCOM. See dso combatant command; combatant commander; operationa
control; tactica control.

(Joint Pub 1-02)

combatant command. A unified or specified command with a broad continuing misson under a
single commander established and so designated by the President, through the Secretary of Defense
and with the advice and assstance of the Chairman of the Joint Chiefs of Staff. Combatant
commands typicaly have geographic or functiond responghilities. See dso specified command,
unified  command.

(Joint Pub 1-02)

command, control, communications, and computer systems. Integrated systems of
doctrine, procedures, organizational structures, personned, equipment, facilities, and
communications designed to support a commander’s exercise of command and control across the
range of military operations. Also cdled C4 systems.

(Approved for incluson in Joint Pub |-02)

command and control. The exercise of authority and direction by a properly designated
commander over assigned forces in the accomplishment of the misson. Command and control
functions are performed through an arrangement of personnd, equipment, communications,
fadilities, and procedures employed by a commander in planning, directing, coordinating, and
contralling forces and operations in the accomplishment of the misson.

(Joint Pub 1-02)

command and control system. The facilities, equipment, communications, procedures, and
personnel essentid to a commander for planning, directing, and controlling operations of assgned

forces pursuant to the missons assigned.
(Joint Pub 1-02)

command and control warfare. The integrated use of operations security (OPSEC), military
deception, psychologica operations (PSY OP), dectronic warfare (EW), and physica destruction,
mutualy supported by inteligence, to deny information to, influence, degrade, or destroy adversary
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command and control capabilities, while protecting friendly command and control capabilities
againg such actions. Command and control warfare gpplies across the operationa continuum and al
levels of conflict. Also called C2W. C2W is both offensve and defensve: a counter-C2—To
prevent effective C2 of adversary forces by denying information to, influencing, degrading, or
destroying the adversary C2 system. b. 2- protection-To maintain effective command and control
of own forces by turning to friendly advantage or negating adversary efforts to deny information to,
influence, degrade, or destroy the friendly C2 system.

(Joint Pub 1-02)

command center. A fadility from which a commander and his or her representatives direct
operations and control forces. It is organized to gather, process, andyze, display, and disseminate
planning and operational data and perform other related tasks.

(Joint Pub 1-02)

command. 1. The authority that a commander in the Armed Forces lawfully exercises over
subordinates by virtue of rank or assgnment. Command includes the authority and respongbility
for effectivdly usng avalable resources and for planning the employment of, organizing, directing,
coordinating, and controlling military forces for the accomplishment of assgned missons. It dso
includes respongbility for hedth, wefare, morde, and discipline of assgned personnd. 2. An
order given by a commander; thet is, the will of the commander expressed for the purpose of
bringing about a particular action. 3. A unit or units, an organization, or an area under the
command of one individua. See dso air command; area command; base command; combatant
command; combatant command (command authority).

(Joint Pub 1-02)

commonality. A qudity which gpplies to materid or sysems. a possessng like and
interchangeable characteristics enabling each to be utilized, or operated and maintained, by
personnd trained on the others without additional specidized training. b. having interchangegble
repair parts and/or components. ¢. applying to consumable items interchangesbly equivaent without
adjustment.

(Joint Pub 1-02)

communications security. The protection resulting from al measures designed to deny
unauthorized persons information of vaue which might be derived from the possesson and study
of telecommunications, or to midead unauthorized persons in ther interpretation of the results of
such possesson and study. Also cdled COMSEC. Communications security includes. a.
cryptosecurity; b. transamisson security; . emisson security; and d. physica security of
communications Security materids and information. a cryptosecurity-The component of
communications security that results from the provison of technicaly sound cryptosystems and
thetr proper use. b. transmisson security-The component of communications security that results
from al measures designed to protect transmissons from interception and exploitation by means
other than cryptanalyss. c. emisson security-The component of communications security that
results from al measures taken to deny unauthorized persons information of vaue that might be
derived from intercept and analyss of compromising emanations from crypto-equipment and
telecommunications sysems. d. physical security-The component of communications security that
results from al physical measures necessary to safeguard classified equipment, materia, and
documents from access thereto or observation thereof by unauthorized persons.

(Joint Pub 1-02)

communications. A method or means of conveying information of any kind from one person or
place to another.

(Joint Pub 1-02)
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compatibility. Capability of two or more items or components of equipment or materia to exist or
function in the same sysem or environment without mutud interference.

(Joint Pub 1-02)

control. Authority which may be less than full command exercised by a commander over part of
the activities of subordinate or other organizations.

(Joint Pub 1-02)

information. The meaning that a human assigns to data by means of the known conventions used
in thelr representation.

(Joint Pub 1-02)

interdiction. An action to divert, disrupt, delay, or destroy the enemy’s surface military potentia
before it can be usad effectively againg friendly forces.

(Joint Pub 1-02)

interoperability. 1. The ability of systems, units, or forces to provide services to and accept
sarvices from other systems, units, or forces and to use the services so exchanged to enable them to
operae effectively together. 2. The condition achieved among communications-electronics
equipment when information or services can be exchanged directly and satisfactorily between them
and/or thelr users. The degree of interoperability should be defined when referring to specific cases.

(Joint Pub 1-02)

joint air operations center. A jointly staffed facility established for planning, directing, and
executing joint air operations in support of the joint force commander’s operation or campaign
objectives. Also caled JAOC.

(Approved for incluson in the next edition of Joint Pub 1-02)

joint air operations plan. A plan for a connected series of joint air operations to achieve the
joint force commander’s objectives within a given time and theater of operations.

(Approved for incluson in the next edition of Joint Pub [-02)

joint air operations. Air operations performed with ar capabilitiesforces made avalable by
components in support of the joint force commander’s operation or campaign objectives, or in
support of other components of the joint force.

(Approved for incluson in the next edition of Joint Pub [-02)

joint force air component commander. The joint force ar component commander derives
authority from the joint force commander who has the authority to exercise operationa control,
assign missons, direct coordination among subordinate commanders, redirect and organize forces
to ensure unity of effort in the accomplishment of the overdl misson. The joint force commander
will normdly designate a joint force air component commander. The joint force air component
commeander’s respongibilities will be assgned by the joint force commander (normaly these would
include, but not be limited to, planning, coordination, alocation, and tasking based on the joint
force commander’s gpportionment decision). Using the joint force commander’s guidance and
authority, and in coordination with other Service component commanders and other assigned or
supporting commanders, the joint force air component commander will recommend to the joint force
commander apportionment of air sorties to various missons or geographic aress. Also caled
JFACC.

(Joint Pub t-02)

joint integrated prioritized target list. A prioritized lig of targets and associated data
approved by ajoint force commander and maintained by a joint task force. Targets and priorities are
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derived from the recommendations of components in conjunction with their proposed operétions
supporting the joint force commander’s objectives and guidance. Also caled JIPTL.

(Approved for incluson in the next edition of Joint Pub 1-02)

joint special operations air component commander. The commander within the joint force
specid operations command regponsible for planning and executing joint special air operations and
for coordinating and deconflicting such operations with conventiond nonspecia operations air
activities. The joint special operations ar component commander normaly will be the commander
with the preponderance of assets and/or greatest ability to plan, coordinate, alocate, task, contral,
and support the assigned joint special operations aviation assets. The joint specid operations air
component commander may be directly subordinate to the joint force specia operations component
commander or to any nonspecid operations component or joint force commander as directed. Also
called JSOACC.

(Joint Pub 1-02)

joint target list. A consolidated list of selected targets consdered to have military significance in
the joint operations area.

(Joint Pub 1-02)

joint targeting coordination board. A group formed by the joint force commander to
accomplisn broad targeting oversght functions that may include but are not limited to coordinating
targeting information, providing targeting guidance and priorities, and preparing and/or refining
joint target lists. The board is normaly comprised of representatives from the joint force staff, all
components, and if required, component subordinate units. Also caled JTCB.

(Joint Pub i-02)

list of targets. A tabulation of confirmed or suspect targets maintained by any echelon for
informational and tire support planning purposes.

(Joint Pub 1-02)

master air attack plan. A plan that contains key information that forms the foundation of the
joint air tasking order. Also cdled the air employment plan or joint air tasking order shell.
Information which may be included: joint force commander guidance, joint force ar component
commander guidance, support plans, component requests, target update requests, availability of
capabilities/forces, target information from target lists, aircraft dlocation, etc. Also cdled MAAP.

(Approved for incluson in the next edition of Joint Pub 1-02)

mission. 1. The task, together with the purpose, that clearly indicates the action to be taken and
the reason therefore. 2. In common usage, especialy when gpplied to lower military units, a duty
assgned to an individud or unit; a task. 3. The digpatching of one or more arcraft to accomplish
one particular task.

(Joint Pub 1-02)

national communications system. The tdecommunications system that results from the
technical and operationd integration of the separate telecommunications systems of the severd
executive branch departments and agencies having a ggnificant telecommunications capability. Also
caled NCS.

(Joint Pub 1-02)

national military command system. The priority component of the Worldwide Military
Command and Control System designed to support the Nationd Command Authorities and Joint
Chiefs of Staff in the exercise of their responsihilities. Also caled NMCS.

(Joint Pub 1-02)
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request confirmation. A message that informs requesting command and tasking authority of
action being taken on air mission requested by ah support request. Also known as REQCONP.

(This term and its definition are applicable only in the context of this publicaation and cannot be
referenced outsde this publication.)

service component command. A command conggting of the Service component commander
and dl those Service forces, such as individuds, units, detachments, organizations, and
ingdlations under the command, including the support forces that have been assgned to a
combatant command or further assigned to a subordinate unified command or joint task force.

(Joint Pub 1-02)

sortie allotment message. The means by which the joint force commander alots excess sorties
to meet requirements of his subordinate commanders which are expressed in ther air
employment/alocation plan. Also caled SORTIEALOT.

(Approved for inclusion in the next edition of Joint Pub 1-02)

sortie. In ar operations, an operationd flight by one aircreft.
(Joint Pub 1-02)

standardization. The process by which the Department of Defense achieves the closest practicable
cooperation among the Services and Defense agencies for the most efficient use of research,
development, and production resources, and agrees to adopt on the broadest possible basis the use
of: a common or competible operational, adminigtrative, and logistic procedures, b. common or
compatible technical procedures and criteria; ¢. common, compatible, or interchangesble supplies,
components, weapons, or equipment; and, d. common or compatible tactica doctrine with

corresponding  organizationd  compatibility.
(Joint Pub 1-02)

strategic mission. A misson directed against one or more of a selected series of enemy targets
with the purpose of progressive destruction and disintegration of the enemy’s warmaking capacity
and his will to make war. Targets include key manufacturing systems, sources of raw materid,
criticl materid, stockpiles, power systems, trangportation systems, communication facilities, and
other such target systems. As opposed to tactical operations, strategic operations are designed to
have a long-range, rather than immediate, effect on the enemy and its military forces,

(Joint Pub 1-02)

tactical command, control, communications, and computer system(s). The fadlities,
equipment, communications, procedures, and personnel essentia to theater level and below
commanders for planning, directing, and controlling operations of assgned and attached forces
pursuant to the misson assigned and which provide(s) for the conveyance and/or exchange of data
and information from one person or force to another.

(Approved for incluson in Joint Pub |-02)

tactical control. Command authority over assgned or attached forces or commands, or military
capability or forces made available for tasking, that is limited to the detailed and, usudly, loca
direction and control of movements or maneuvers necessary to accomplish missions or tasks
assigned. Tactical control may be delegated to and exercised at any level below the leve of
combatant command. Also called TACON.

(Joint Pub 1-02)

target analysis. An examindion of potentid targets to determine military importance, priority of
attack, and wegpons required to obtain a desired level of damage or casualties.

(Joint Pub 1-02)
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target list. The liging of targets maintained and promulgated by the senior echelon of command; it
contains those targets that are to be engaged by supporting arms, as distinguished from a “ligt of
targets’ that may be maintained by any echeon as confirmed, suspected, or possible targets for
informationd and planning purposes.

(Joint Pub 1-02)

target system. 1. All the targets Stuated in a particular geographic area and functionally related.
2. A group of targets which are s0 related that their destruction will produce some particular effect
desired by the attacker.

(Joint Pub 1-02)

targeting. 1. The process of sdecting targets and matching the gppropriate response to them,
taking account of operaiond requirements and capabilities. 2. The anadyss of enemy Studions
relative to the commander’'s misson, objectives, and capabilities a the commander’s disposd, to
identify and nominate specific vulnerabilities that, if exploited, will accomplish the commander’'s
purpose through delaying, disrupting, disabling, or destroying enemy forces or resources criticd to

the enemy.

(Joint Pub 1-02)

telecommunication. Any trangmisson, emisson, or reception of dgns, Sgnds, writings,
images, sounds, or information of any nature by wire, radio, visud, or other eectromagnetic
systems.

(Joint Pub 1-02)
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Appendix F
Sudy Charter

The objective of the SAB study on Vision af Aerospace Command and Control For

the 21st Century was to produce a “Capstone’ document that captures the Air Force's plan
for modernizing its C4ISR sysems, induding:

command and control philosophy and needswhat are the unique characterigtics the
Air Force needs to command and control forces in support of joint warfighting,

current C4ISR configuration—CAQOC, KCOIC, CENTAF Configurations (IDEFF
Moddls),

C4ISR “Vidon” — a decription of the future command and control architecture, the
relevant “sandards’ that must be enforced, and an explanation of how to command and
control forces in the future,

C4ISR migration plans“Quad Charts” and other documentation reflecting investment
drategy to dtain the future Vison,

C4ISR modernization process-a description of the process the Air Force needs to
inditutiondize to insure a rapid exploitation of technology advances.
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Name

Capt C. Athearn
Capt K. Bridges

Mr. J. Buchheister
Col R. S. Bunn

Dr. D. Burton

Mr. w carter

Mg Gen J. Corder, USAF (Ret)
Mrs. N. Crawford
Mg T. Cristler

Ma W. Eliason

Mg M. C. Englund
Mg M. Hatcher

Lt Col M. Hodgkin
Mr. R. Jacob

Col M. Livinggton
Lt Col S. MacLaird
Dr. C. Morefield

Brig Gen (S) D. Nagy
Dr. D. Nielson

Lt Col P. Phister

Col B. Queen

Col W. Ranne

Mr. M. Schoenfeld
Col R. Skinner

Dr. H. Sorenson

Dr. E. Stear

Mg Gen J. Stewart, USA (Ret)
Col R. Taylor

Mr. V. Vitto*

Lt Col B. Wagner
Dr. G. Weissman

Lt Col C. Westenboff

* Study Chairman

Appendix G

Sudy Partidpants

Affiliation

SAF/AQP
AF/INXX
SAF/AQI
AMUDOU

SAB (Grumman Mebourne Systems)

Lockbeed Martin

SAB (Private Consultant)
RAND Corporation
SAF/AQI

AF/X00C

AF/SC

AF/XOF1

AF/SCXP

46 TW/CA

AIADOX

AFPEO/C3

SAB (Private Consultant)
SAF/AQL

SAB (SRI)

RL/IR

SAF/AQPC

ACC/DRC

Boeing Defense and Space Group

SAF/AQS

SAB (MITRE Corporation)
The Boeing Company
Private Consultant
AF/SCTT

SAB (MIT Lincoln Lab)
ACC/DRV _
ANSER Corporation

AF/XOA
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Appendix H

Digtribution List

SAF/OS Secretary of the Air Force

AF/CC Chief of Staff

AFCV Vice Chief of Staff

AF/CVA Assistant Vice Chief of Staff

AF/ST Chief Scientist

AF/TE Test and Evaluation

AF/LRP Long Range Planning
Historian

AF/HO

~ Assistant Sc_cictary for Acquisition . ./,

SAF/AQ

ASAF, Acquisition
AQX Management Policy and Program Integration
AQL Special Programs
AQI Information Dominance
AQP Global Power
AQQ (lobal Reach
AQS Space and Nuclear Deterrence
AQR Science, Technology and Engineering

Assgant Chief of Staff, Intelligence

AF/IN

ACS, Intelligence
INX Plans and Policy
Resource Management

. Deputy Chief of Staff, Plans and Operations

AF/XU

DCS, Plans and Operations
X00 Operations
XOR Operationd Requirements
XOF Forces
A0X Plans
XOM Modding, Smulation and Andyss

Deputy Chief of Staff, Logidics

AFLG

DCS, Logigtics
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Deputy Chief of Saff, Commeand, Control,
Communications, Computers

AF/SC DCS, ¢4

SCM C4 Misson Sydems

T C4 Architectures Technology and
Interoperability

SCX Hans Policy ad Resources

Directorate of Programs and Evauation

TAF/PE

AFPEO/AT Airlift and Traners
AFPEOQO/SP Space Programs

AFPEQ/FB Hohter and Bomber Programs
AFPEO/C3 c3 Prograns

AFPEO/BA Battle Management
AFPEO/WP Weapons

AFPEOAL Joint Logigics Sydems

Office of the Secretary of Defense

WL, AL, AL, RL, AFOSR
ESC. ASC, HSC, SMC

OUD (A) Under Secretary for Acquistion
USD (AYDSB Defense Science Board
DDR&E Director, Defense Resserch & Enginegring
ASD/C3I Assgant Secretary of Defense for C31
OUSD (AT) Deputy Under Secretary for Advanced
Technology
BMDO
DARPA
Other Air Force
AFMC Alr Force Maend Command

Sdence and Technology
Labs and AFOSR
Product Centers

ACC Air Combat Command

AMC Air Mobility Cormunand

AFSPC Air Force Space Command

PACAF Pacific Air Forces

USAFE US Air Forces Europe

AFOTEC Test and Evaluation Center

AFSOC Air Force Special Operations Command
AlA Air Intelligence Agency

NAIC National Air Intelligence Center
USAFA Air Force Academy
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AU Air University

AFIWC | Information Warfare Center

AHRIT Air Force Institute of Technology
NGB/CF Nativual Guard Burcau

AFSAA Air Force Studies and Analysis Agency

e ROZA) EE— — Assistant Secretary of the Army for Research,

Development and Acquisition
ASB Army Science Board

ASN (RD&A) . ' Assistant Secretary of the Navy for Research,

Development and Acquisition
NRAC Naval Research Advisory Committee
NAWC Naval Air Warfare Center

NRL Naval Research Laboratory

Office of the Vice Chairman

Intelligence

Operations

Strategic Plans and Policies

J6 C3 Systems

Study Pa.r.tic.ipants

Aerospace Corporation

ANSER

MITRE

MIT Lincoln Lab

RAND

SEI

IDA

AIr Force Science and chhnology Board

Naval Studies Board
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